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A 0 S e

\LL PC0145617 opene
etails entered are:-

ate: 12—Apr—2007 12.30 29 User\ Customer Call
"ALL PC01452 12\0pened -
etalls entered are:-

arg Release: T4O -
o f°=EDSC -;Unassigned;

ngmator s referencé E‘ 0704120541
roduct Type: Riposte

roduct Serial No:
roduct Site: 46851

nformaUOn pm states everyumé the pm has been adv1sed to reboot the
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ISYSLOHL O P e i

12/ D4/07 12 11 UK959395

12/04/07 12:13 UK959395 . = =
Advice: adv1sed nbsc for comp]amts and need mformatlon as mucha s

formatlon NODE:1 f‘ - :‘{ - . ‘ 
SER NAME: MCOOOI - _ -

ESSIONID::Unlcnown:\ -

12/04/07 12: 20 UK959395 - L
nformatlon other tlmes system has had to be rebeotedafter fteezmg

12/04/07 12:26 SYSADM

0 pen OTL Automatlc Open OT L ‘

*x*(Jpdated by Mohammed Hussaln at 12/04/2007 12 26 26

12/04/07 12:26 UK959395 ‘ e
EASSIGN: Call # E-0704 120541 was Reassxgned from Mohammed Hussamt

roup I—ISH2 to Group EDSCL -

=4
 states that the s system has frozen durmg a
e call summary is now-

he Call record has been asmgned to the Team Member Dav1d Seddon
rogress was dehvered to Powerhelp

ate 12-Apr-2007 13 5 User Davxd Seddon‘ - e
1 v1dence Added 468519\ C‘trl event logs . - -
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tart efRespense} - - - ‘ -
esides the instance ef the screen. 'freezmg this mommg at 11 SQam I've estabhshed: tom previous calls that there were other
stances on 2nd Aprrl between 10 and 10: 30am and also at around 10am on 26th March as well. The counter apphcatlon event log

ly covers the April instances and in both cases there are a number of CNIM events wrltten around the time indicating problerns .
ith the connection. Checklng through the whole log there are in fact a hlgh nurnher of these events Passrng call through to Chns .
essoa thorough c eck can be done on the caus.e of these events
nd of Response] -
esponse code to call type L as Category 40 - Pendmg = Incrdent Under

esponse was delivered to Powerhelp ...
ours spent since call received: 0 hours

vestigation

ate: 12-Apr-2007 14 08 00 User Dav1d Seddon : ; \ -
L r¢ has been ass1gned to the Team Member Chrls Hawkes S
s d ;1vered to Powerhelp f L L

ate: 13-Apr-2007 11 33'40 User Chns Hawkes -
tart of Response] : - . . -
There WERE some problems on Samrday 7th due to a wrder issue aﬁectmg ALL the ISDN-connected efﬁces However thrs

ate: 13-Apr-2007 13 16,05 User Chrls Hawkes
tart of Response}

ill need some deeper mvestlgatlon (1 e I have to get the manuals out )
nd of Response]

esponse was delivered to Powerhelp -
ours spent since call received: O hours -

sponse code to call type L as Category 40 -- Pendmg - Incrdem Under Investlgatron
esponse was delivered to Powerhelp -
ours spent since call regelved 0 :hours . -

ate: 17-Apr-2007 17 11 35 User Chns Hawkes g o
‘oduct General/Other/Mrsc‘ - ISDN added ‘

ate‘17-Apr-2007 17:11: 37UserClms Hawkes - _
oduct General/Other/Mlsc - ISDN updated to Subject ...
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ate‘ZO-Apr-2007 15: 11 00 User Chrls Hawkes e - e e =
tart of Response] : o : - ‘
Sorry 1 have not put any updates on thlS call for a couple of days (I am afrald 1 have been helpmg w1th some Post Ofﬁces that had
xt to no OLS at all, not just one or two problems per week!) I have been looking at the traces from the 16th, but 1 have not found |
ythmg to match the | previous D-channel problems yet. I have also noted that there were some more declined transactions on the |
th and 19th, so I am grabblng the traces for those 1nc1dents from the gateway counter before they are "housekept" by the system
nd of Response] : : ‘ .
esponse code to call type L as Category 40 = Pendmg - Incrdent Under Investlgatlon -
esponse was delivered to Powerhelp - = e
ours spent since call recewed Qhours . .

ate 24-Apr-2007 13 49 50 User Customer Caﬂ
MPTY EMPTY EMPTY OTI Astea OTI Success An add has been sent to PINICL 24/04/07 13:48 uk95933l HSH8 Repeat Call

ate: 24-Apr—2007 17: 58 58 User Anne Chambers .
tart of Response] -
think there are two mteractmg problems here

branch appears to have some sort of mtermlttent cornms problem if thrs can be resolved 1t may be the fastest way to help the PM
here have been about 20 of these durmg worklng h urs in the last 4 weel(s The fallures are trans;ent and the connectron is normally;
stored qulte qulckly :

rror. The counter then hangs the timer which should timeout the NB appheatron after 32 seconds does not kick in, After 6or7
inutes CNIM appears to :retry the eonnection. If this is ok the Requesti iSesenta(much too :latel)\and the eountersapplieatien times out..

l' ause. We arecontlnumg to 1nvest1gate -

nd of Response] ) ~
esponse code to call type L as Category 40 - Pendmg - Incrdent Under Investrgatron
ponse was delivered to Powerthep = s

ours spent smce call rece1ved 0 hours -

ate:26-Apr-2007 09:14:36 User:Anne Chambers
eference Added: SSCKEL acha2552T
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Date: 30—Apr-2007 12: 16 26 User Clms Hawkes
tart of Response] - - -
Again, sorry to leave th1s one so. long between updates (there area lot of "A" prronnes around at the moment) I have now
alysed the first mcrdent from the 19th and thls shows that the R1 was ‘written at 09:08:48, I can see 4 x 250 byte encrypted .
essages going out of the diehl driver between 09:08:47.903 and 09:08:48.023, (to the 4 cor servers) but no sign of a response from |
¢ datacentre. The ISDN call, which was first established at 09:06:48.982 was hung up at 09:09:41.029 with no errors The A3 was |
rrtten to the messagestore at 08 09: 03 (datacentre time), but Ineed to try and find out how far the clocks betw ebraneh and
¢ Datacentre are before berng able to deCIde whether thrs was wrthrn the 32 second tlmeout di. ‘
nd of Response] - - - ~
esponse code to call type L as Category 40 - Pendmg - Inerdent Under Investrgatron
esponse was delivered to Consumer - .

ate: 30-Apr-2007 12 22 14 User Chrls Hawkes }
tart of Response] :

Sorry, 1 should have also said that the fact that the A3 was wrltten for thls transactlon proves that at least ONE of the 4 o] )1es:‘df -
e R1 arrived at the datacentre, and got processed - = o
[End of Response] \ . : ~ -
IResponse code to call type L as Category 40 - Pendmg - Incrdent Under Investlgatlon

esponse was delivered to Consumer e

the 4 R1s arrived at the datacentre, or, 1f they drd, it was already too late to process them. In this case the R1 was written at
:58:45, but the call, which was initiated within 500mS, did not establish a good working connection to the Datacentre (that would
rry user data) until 14:59:00 - i.e. 15 seconds later. All 4 of the R1 copies were transmitted within | second. The delay in call ;
itiation was due to slow response from the LNS router in the datacentre in settmg up the IP 1ayer 1 cannot tell what eaused‘that

nd of Response] ‘
ponse code to call type L as Category 40 - Pendmg -= Inc1dent Under Investlgatron
esponse was dehvered to Consumer .

ate*30-Apr—2007 13: 09 11 User: Chrls Hawkes - = = -
tart of Response] = o
That ISDN call also ended w1thout error at 15 OO 00 after transmlttmg and recelvmg LOTS more frames e

nd of Response] -
|Response code to call type L as Category 40 -- Pendmg -- Incident Under Investlgatron
esponse was dehvered to Consumer S

ate\30-Apr-2007 13 18 12 User Clms Hawkes
tart of Response] . ... ___ ___ - -
There was an 1nterest1ng bunch of 1nc1dents on the 23rd at around 10 16 22 What makes them 1nterestmg is that there were 4 |
clmed transactrons logged (Rls) at 10 16 11 (Node 1), 10:17: 22 (Node 1), 10:18: 29 (node 2) and 10 20 19 (NODE 1), but in the »

esponse code to call type L as Category 40

- Pending -- Incident Under Investigation
esponse was delivered to Consumer .._._._..._.._._..._.__=_=~_~_=_—_ ==«
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ate: 30-Apr-2007 14: 06 08 User Chrls Hawkes - -
tart of Response] s =

Again, for this series of calls I can see (encrypted) frames that look hke the 4 copres of the (1242byte) Rl leavmg the counter
ithin a second or so of the time it was written in the message store, so it looks as though the R1s did NOT reach the datacentre. ,
However there are smaller packets (150- 250bytes) going in both directions before and after the crtical messages. This is beginning to

i ook to me like a congestlon 1ssue further up the network (probably UPSTREAM of the DLE).

esponse code to call type L asCategory 40 = Pendmg == Incrdent Under Investlgatron

esponse was dehveredto Consumer = = e

ate: 30-Apr-2007 14: 07: 43 User:Chris Hawkes .
tart of Response] -

nd: of Response]

esponse code to call type L as Category 40 - Pendmg - Incrdent Under Investlgatlon
esponse was delivered to Consumer - -

s 55 s 57 WWWWWWWWMWWMWWWWW S i A s

ate:30-Apr-2007 14: 07 51 User Chrls Hawkes L
all ieloned}fr:o\m original call PC0145212 by User Chrrs Hawkes

-

ate:30-Apr-2007 14:08:47 User:Chris Hawkes ‘
Amne, please can you explore the lock—up issue assocrated wrth thrs problem

e e S A B

ate: 30-Apr-2007 14:08:55 User Chris Hawkes

ow several CNIM events followed by a Rrposte 'trmeout waltrng for lock‘ event. Then C HV POSCH reports that 1t couldn't

date the WANStatus ob}ect

ne thmg I've noticed: ETopUp requests don't hit thls problem but NB and Dehrt Card do, whenever CNIM F allure mode is set to
st cormectlon when trymg to send the request - - s - =

esponse code to call type C as Category 40 - Pendlng == Incrdent Under Investrgatron
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ate:01-May-2007 17:11:26 User:Anne Chambers
vidence De leted - 468519 Ctr | event logs .

R R e i

ate\Ol-May-2007 17.12 09 User Anﬂe Chambers .
'denee Added Meseagestore« and llllll 1 ll group

ate: 01-May-2007 17-‘12-‘34

! v1dence Added :

ate: 01-May-2007 17: 13 40 User: Anne Chambers : -
 for £I‘Ob m areh/Aprrl

afe§:015Mayi2:0(i‘f 17:14:59 UfSer:Aﬁrie:Charhhérfs
oduct Network Banking -- NB Counteradded.

he Call record has been transferred to the team: EPQSS-DeV - ‘
he Call record has been assrgnecl to the Team Member: Mark Scardlﬁeld

ate:02-May-2007 16:48:58 User:Kath Greenwood o ~
have discussed this w1th Gareth and we are unsure what is trlggermg the counter to wake up again after 5-8 mmutes As the 30
cond trmer in the Cou nter Code is not tnggered the Counter development team 1s unable to shed any hght on the matter

‘example of the problem can be seen in the apphcatron event log at ll 51 27 on 12/04/07, where Riposte logs
n unexpected error occurred while attemptmg to modrfy an entry in the run map. Tnneout occurred Waltmg for lock
xC1090003)" L s = s
t the same time, Counter Call Scheduler logs . ‘

imeout occurred waiting for lock." -
h'le attemptmg to wnte the NetworkState message to the message store e

‘e have seen the Rlposte Timeout | message before but are not aware of an explanatlon from Escher as to the root cause I'll check
1thM1keCoononhrsreturnnextweek - -

erhaps CNIM could have aqulck look at the problem to seelf theyare ahle to shed any hght on yhat 1swak1ng up after5~8
1nutes and advrse 1f thrs tlme is conﬁgurable L ‘ - - -

n Gareth's suggestion, | am returning this Peak for onward routing to CNIM. .~~~
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User Llonel ngman e
ferred to the team: Nwks-&- VPN-Dev

T

: -May-2007 07: 45 01 User: Chrls Hawkes e e e . -
*%% Note for anyone INVESTIGATING this mc1dent The Branch (4685 1 9) for Whlch the ongmal pre—clone mc1dent was logged
S NOT reported any further problems smce L sw1tched the Service type from Bronze (ST4 - Dial on demand) to Silver FRIACO
T "always on) ; ;

ate: 14-May—2007 ﬁ7 48:55 User Chrls Hawkes . ‘ . ‘ - ' ‘

*%% Notes for anyone conmdermg the relative PRIORITY of thls 1n01dent (RMF etc) (1) There isa VERY STRONG ﬁnanmal
centive to switch as many as possible of the remaining SILVER FRIACO branches AWAY from this service (ST7) andontoa
ial-on-demand service {ST4) NQW and durmg the next few menths~s(2) The Silver FRIACO service will be withdrawn altegether

ate: 14-May—2007 07 50 19 User Chrls Hawkes ‘ : e .
*#% Further note for anyone INVESTIGATING the problem If you need any IuL e ev1dence please ask SOON as there are plan
brmg forward the mlgranon of THIS branch (4685 1 9) to AD SL w1thm the next. weeks : - L

a:te%\z‘sv:Méys‘zooff 1:150‘3:“59 Usefiiretér~i4mbruse .
¢ Call record has been transferred to the team: EPOSS-Dev
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— mrmmeee—— ’ ‘ . - - - - - —

ate:30-May-2007 16:56:28 User:Mike Coon e e ¢ S
think that Kath Greenwood forgot to "check with Mike Coon on hrs return next week" ‘not that Ican shed any deep lxght on the
oblem - _____ . . . e s

I[Except on the matter of tirneouts.

) The prlmary trmout of 32 seconds that Anne Chambers mentrons is unfortunately not 1ndependent of the Rlposte "Notrfy" (of the
rrival of the [A3]) process. The timeout period is a parameter to that call, so if Riposte hangs, possibly "waiting for lock", then ’
aybe the 32-second timeout is also suppressed, leading to the counter freeze. (I happen to be looking into this area for the HNG-
Horizon hybrid with PCI per CP4305. That version won't use Notify and will therefore have an independent timer.)

& ) In addition to the 32 second timeout there is a "600" (probably seconds) timeout for NBRequestReply.dll which is policed by
NBFramework.dll. This has long thought to be dodgy and though it attempts a recovery process to tidy up the transaction it may be
ulty. The ten-minute timeout is set so long to ensure that it is hardly ever allowed to expire. Steve Evans has been studylng this, or
lated problems under long-standing PhAK 96719 and also 128872 and 134587 However 1t may be the reason why the counter can
ake up several minutes after the mmal ﬁe : S |

Date: 04-Jun-2007 17 23: 04 User Mark Scardlfield

I am concerned that this problem is not readily reproducible and any potentlal (speculatlve) fix is likely to be farrly invasive. The |
ost obvious change would be to introduce a timer that is separate from Notify as suggested by Mike Coon above. This will change

e way that every single on- hne transactlon 1s handled so mgmﬁcant testmg would be requrred Any change to the B Framework
s to be cons1dered as rlsky .

would like to get a view "pre-RME" whether we would be happy to cnntemplate this scale of change before we invest more time
d formally propose a change v1a RMF. b ; ~ -

ate: 05-Jun-2007 10 38'38 User M1ke Coon L
possible alternative to the one suggested above by Mark Scardlﬁeld (replacmg the Notlfy trmer wrth an 1ndependent one) would be '
to tidy up (one-llne code change) NBFramework so that it does not loop when it times outa component Then we could be Justlﬁed
lin reducrng the conﬁgured trmeout period for NBRequestReply from the present ten minutes to say one minute.

IHowever this timeout is still rather "brutal” and does not provide for any recovery actions such as resetting the PIN pad or
goesting that the Clerk tells the customer to retrieve their ICC card. This clumsiness may be acceptable for a rare occurrence; it~ |
n easrly be worked around and the PIN pad can be reset by subsequent actions. -

owever 1t is not clear whether the transactlon recovery is really adequate in th1s c1rcumstance T hlS could be 1nvest1gated under the
. mbrella of PCI but Would have wider relevance than PClin that it could apply to ETU transactlons as well as NBS and DCS.

jl- TW it is not understood in EPOSS Dev why this whole problem appears only with Bankmg transactions. Surely the whole Rlposte
a nd comms path is 1dent1cal for ETU" Could it be that ETU transactlons are equally 1mplrcated but are _]ust not as apparent for some |

! ate: 06-Jun-2007 09 34 48 User Mark Scardlﬁeld . ‘
f- outlng to RMF - not for authorisation because we (Dev) haven't proposed a fix yet - but to discuss the cost/beneﬁt and hkely ~
(timing of maklng aNB Framework change before cornmrttlng more effort to investigating potentlal fixes. ‘

ate:06-Jun-2007 09:35:01 User:Mark Scardifield
The Call record has been transferred to the team: RelMngmntForum . S
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ate:07-Jun-2007 11:46:04 User:John Budworth
xtracts from two mails from Mik Peach of SSC read
/ From Mik Peach of SSC to Release Management (for RMF) : -
or 145617 1 accept that we are unlikely to geta fix from Escher, and even 1f we got one, we are unhkely to 1mplement it. I also -
lagree that the "brutal” changing of timers is more likely to cause problems than to solve them - so I am in agreement with ‘ I
evelopment that they should not attempt to fix the problem However, even though we know that we can resolve the underlying |
twork problems by swntchmg the site to ' always on", there i is a cost assoc1ated with domg this, and we are trymg to migrate sites t
ial-on-demand.I think that the easiest way to handle th1s is to agree not to produce a fix, but to flag to Graham Welsh and Alex
mp that there may be an ongoing requirement to "juggle" the networks with problem sites as a result of this decision. ~
/ From Mik Peach of SSC to Graham Welsh (Head of Service Transition) and Alex Kemp (Network Service Manager),
westigation into Peak 145212 and a clone of same (145617) has identified a problem which can cause counters to sufferan
pproxrmate 8 minute "hang during online transactlons The underlymg root causes of this are intermittent network issues on a dlal-
-demand circuit, coupled with a Riposte timer issue. Given that we are unhkely to get a fix from Escher, and even less likely to
mplement one even if we got one, and given that the only alternatlve in the counter code would require a counter release ofa ﬁx
cribed as "brutal", w ss1ble side effects; the SSC recommendatlon to RMEF is that we do not attempt to fix this problem We
ave a work-round, which is currently to switch any such problem-site out of dial-on-demand to always-on; actually in the case of
1e specific PO raising the call, we switched them to ADSL. Initial mvesttgatxon has shown that the problem is affectmg 10-12 Post
ffices, who are getting the symptoms 2-3 times per week. -
or the sites which have this problem, and whlch remain on ISDN we w111 have the altematlve of sw1tch1ng to lever FRIACO
ervice type 7) or metered FRIACO (service type 9).

preciate that BT and POL have been slower than antlclpated in the ADSL roll-out and I understand the pressure to sw1tch to ,
ial-on- -demand. However, Ibeheve that although there w1ll be a cost to CS m usmg thlS workround 1t would be more cost—effectlve
he:alternanves

outmg ‘back to EPOSS-Dev for a ﬁnal response that will route call baek to SSC for closure

‘et07~Jun-2007 11:46:41 User:John Budworth -
he Call record has been transferred to the team EPOSS—Dev

eturning for closure as dlscussed above

End of Response] ‘ - -
ponse code to call type C as Category64 - Fmal - Pubhshed Known Error -

outlng to Call Logger followmg Final Progress update -

ate:16-Mar-2010 14: 24 39 User Chris Hawkes -
efect cause updated to o Desrgn ngh Level Demgn ‘

ate:16-Mar-2010 14:24:42 User:Chris Hawkes
'ALL PC0145617 closed: Category 64 T‘y‘png .

e MWW Jlltlh Wzl e
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