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Peak Incident Management System 
Call Reference PCO261282 Call Logger Deleted User -- Live Supp.Test 

Release Targeted At -- HNG-X 15.31 Top Ref WIN ITM OS AGENT CFG 1520 D001 

Call Type Cloned call Priority C -- Progress restricted 

Contact Deleted Contact Call Status Closed -- Build Fix Available to Call Logger 

Target Date No Forcast Effort (Man Days) 0 

'The Monitoring Agent for Windows OS — Primary' pid is using 4.7gb of memory 
Summary 

(C:\IBM\ITM\TMAITM— 1 \kn 

All References Type Value 

DevIntRel-Director Live Supp.Test 

Clone Master- PCO261026 

Release PEAKe 
MSC 043J0457S.73 - - 

TRIOLE for Service A16497108 

Release PEAK PCO261780 

DevIntRel-Director Live Supp.Test ;' 

Release PEAK PCO264301 

Product Baseline WIN ITM OS AGENT CFG 1520 D001 

Release PEAK PCO')h4?A~

Impact 
Statement 

Product Baseline WIN ITM OS AGENT CFG 1520 V001 

User _ Date 

Gerald Barnes Pr ` ` ̀  ; 04-Aug-2017 17:49:26 

SMG have suspended the saving of events because of this bug. 

The problem has uncovered an inefficiency in the sealer. It is repeatedly checking folders to see wheth( 
anything needs to be done in a hard loop. It is always good practice to put a sleep of some duration if I 
is nothing that needs to be done so resources will be freed to do other things. This fix should make for 
examples prosecution queries quicker than before. 

Progress Narrative 

Date:10-Aug-2017 15:03:19 User:David Bower 
CALL PCO261282 opened Ica kk r~nfi h ~a "~~ ~ ~ Rh 5Fx°~i ~nSa v~ m ~ h Lub a r ~ 
Details entered are: ,:  :. t 

Summary: 'The Monitoring Agent for Windows OS - Primary' pid is using 4.7gb of memory (C.\IBM\ITM\TMAITM-1\ 
Call Type:C 
Call Priority:C 
Target Release: HNG-X Pet. Ind. 
Routed to:Live Supp.Test - David Bower 

e:02-Aug-2017 13:42:50 ..::.,. :_Customer Call
L PCO2e1U26 eper:ed 
ails entered are:-

mary:'The Monitoring Agent for Windows OS - Primary' pid is using 4.7gb of memory (C:\1BM\1TM\TMAITM-1\kn 

1 Type:L 
1 Priority:C 

get Release:HNG-X Rel. Ind. 

ted to:EDSC - Unassigned 

te:02-Aug-2017 13:42:50 User: Customer Call 

INCIDENT MANAGEMENT 

)ate/Time Raised: Aug 2 2017 12:3 

?riority: C 
.ontact Name: PO_A_-_S_MC1

:ontact Phone: .GRG _ 
)riginator: XXXXXX@TFSD1 
)riginator's reference: A16497108 
?roduct Serial No 
roduct Site:
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Transfer Note: Please pass to Tivoli-Dev via PEAK, thanks.: 

Below mail was received from Michael Greene 

From: Greene, Michael a eii_ a s 
•''<°~'."' "`. :er. :. e:e, n ,^r".,:~.~,'~.ur'~l2?%t.a. .~'`.:. Wa:'. -,~'.+ s:: ... E = :r,"' :~~k. ~R.la, .== .h~N,a~'„~.,. ;. .§.~~i..7,a'3'..."1<.:" , :: ~* ' Sent: Wednesday August 02 2017 1:27 YM

?ix "' -tom ._ a ac-h. :,)? ck. '>ue'2`~`,,~, v"r w3:x>;
,~,~~;`^"~„sunai ,+i ;':+' ;F,*'' :' ,'ka~3~. - <hk =ka') 'z. :i..n~, ... :t sa', •:c'a i~t ,ak 

Subject : TFS Call i ~` „ ~. ~ ~ •.. - ;~ ~ ~. ~ ` '` 

Hi SMC, please raise a call for the following, 

Priority : P(3)
~. Sn1.at~ir 1.~?x *~'?X'n.,e~x,̀ ~m ~.R. ,~ '~,`,@,~..4 l `W,., S'~n ~C'h~'_ xa` ~' ,l~ Z ,, an"« v \..~ nn i2'a ~""` yt .Xa1~, , F c\•hS f 1l *fit 2 r c̀ax,w ak, ~ a~a° ^ i 

Description: IRRELEVANT,: Service Name - `KNTCMA Primary , The Monitoring Agent for Windows 03,E lrimary pid in using 4.7gb poi 

emory (C:\IBM\1`I'M\TMAITM-l\kntcma.exe) 

Please pass call to 'POA-HNG NT Support' 

'~' $/~2' !~'p',~}'y,~i 
3+W4
u`w E'i~> -xattm 3 

a'~~"s,4\`' s § *Fl ~ti
Thanks ~a .-~• ~~.~, .'}~ '~.. ~; `~ ~~ ~  '`~ ~.• :,:~,...~ ~  ~

! S• +b ~l ~ -' +h`• ~ ~ ~'CY Y ~Y ~" ,,i '.,, h 7`e,.  a.~ ~,̀ ~`i..n::; fi~;;?,~r k~~~ ~ '~``~~cns •~(~  .~..:: • "' /% xt•?r ~*m, b] 4 ~`~' yt'..,, •: •.4;`1,x.` z'Z .,x ~ ~ '"' '.~ . 

.. °d~'~ .. ... .. .~.,. . fi t ._ , ..... ... ... .<...._.,. :`"q" .+4$* ,rc;~~.'?.,, z'e',*a.,,~~i~~:..._~,~•,'~.. _.. :.. '~....... .......... .:.:. 
-:..:.' : . .. ..... ....... . ... ..  ,.. . ,.. ...c;?.:_.. ,. ,. .. ,.. . ,adz.

,. , :-~: -~:  „ s. i i'.+av~' , ;c. ~. ` . ,9 , ,w, cn, t .n.,,a.~l.  >' , ~ .na: ~ . .~,N ,. R ,`~~ ' i '̂:.~;z;~;,.;: • 
, .;.,,;_.. .. ` r Y_ 

..c.e _.. :... --a.. ~`»<.,. .. ,. '~. .5„. ~ ..... . .. ~. het .*•s+\r >r e. .~ ~.; 'g'a:• F~%~' c ~';. l;~. YrP •:.~ s ,..a. .,:~ ~... _..... .._~.. . . ...._ . . ~S ..._,. ~.,. .. . . . .. ... . ...:.. nom:::..,., ;..~:.. _ Vie_, ~~.,.'~} .. .. .. ... _..._.. ..,. .. . _ ,,._.. _t.,... ..,. ... . ~~ . ... .._ ...,~~. . .. . . ~_. .. ~;.>. .,•!fin..,-~~"-.., 

History: 

2017-08-02 12:32:36 [ Sahanir, Rajkumar ] 

INIT : Create a new request/incident/problem/change/issue.. ..
.

2017-08-02 12:35:13 [ Sahanir, Rajkumar ] ? 
-: .~,,. "  . 5.:. . ... ... :. .....'~~..~}.: ~.,.^,S...R'n:. ..^~.: .:. .... ... . .. .,. ~'~.:4~aFg~,.vL~~..+.~...~~,•? '.ti..a~.?{NY?(:.°~i~.̂.`~",~,.o~k'..'ti' `a......,~^~;.: zneut en oa Transfer Notification

~',~:':'s1 `;='~'a%. ~Y^,~,~~: :<at~ ;ts :eY?:~ F~.~" y~ e~,zi., h •Y~';= e.~~::`~: '~ ,g~~,,~ ~~~. :~ ~ f~ Susie' ~;. '•P~~ r ~`:~hs'~_ 
2017-08-02 12.3o.1a [ aahanir, Rajkumar
zneun en_poe : Open Notification

2017-08-02 12:35:43 [ Sahanir, Rajkumar

zneut en pea : Transfer Notification 4 k~a aP i~ X14 d4ø  4 t $

2017-08-02 12:38:28 [ Greene, Michael ]
LOG : Noticed that the pid for 'Monitoring Agent for Windows OS — Primary' service on LPRPARC201 was using 4.7gb of memory, (pid 

C:\IBM\ITM\TMAITM-l\kntcma.exe), server has 8gb and memory was over 809h utilized. Service was stopped and started and memory has 

een freed up. 

C:\IBM\ITM\TMAITM-l\kntcma.exe details 

File Version : 6.3.0.0 

Product Version 6.3.0.0

riY 
Date Modified 14/07/2017 10:55 y-`;:~~h'~ 2 „a~~4 £ 

_. : i 'aa, :; -- :.~;^''~~ •a ; cry : 
- - - - - - - - - - - ~a~"' ~l'c~ ~ s~`,`<iFn' ,- _'u''~`.`,'l-^~'`>`~^' as',~``~~: ~[~: !:f'..'x~~..`~+A k4E^`~`'a~7/'~ieL:. •;~b~'~,a~,~'~`e.mw : . y.... 'a.. ... ..... ..z . , v ' , ~ _ _ill attach log files from . IRRELEVANTI C.\IBM\ITM\TMAITM6 x64\loos to PEAK , \; ,̂

The pid is using 623mb memory on IRRELEVANT 

Please pass to Tivoli-Dev via PEAK to investigate, thanks. 

2017-08-02 
[ ~ n~ z R~ ra 4 ~~ak U~~[k T x4 lE aJ"~ n E ° k ak ~~i a§1 ~ER 

12:42:12 Greene, Michael  ~ ~~ ~ i
P :,:~_. . ~,,.` ,.~,; a ~ .,., ., r  ;tea_cir_ut en oa Transfer Notification ~F'1a. 'ro•;:s~`' • a''r '>)~~ ~i~N+, '~,`+ , as . ~• 'V, '^'x~•. ,, tiro:` :~ ~ c ~ p >; <., ,..t... .° ,x ~ i:.. ~ 3'~t;,: „̀ ~... '?5 ~T... i n'Wi:.._ .2: n ~~1 ..... F \C3> ,....a..... ~k "~ ..'r. 3A' ...x:....._k â1C.,, 

, 

•... ,x.....:_ .. ~:..`_.,•.. _ .:-rte :. ~. ,. >_,.~_.., .,,>':~?; :~F• :`;~ 
(xis.. n *~~::: , \kcic~ ~."l ~,1. uF ~. `"~ ~' ems`'. '~ ' ' .°£ 

Date:02-Aug-2017 13:57:01 User:Joe Harrison 

Product Infrastructure -- Tivoli (vu: ion unspecified) added. 

Date:02-Aug-2017 13:57:48 User:Joe Harrison 

The Call record

.lord  i  n 
has been transferred to the team Tivoli-Dev 

F gYP.S.4 
.~' 3R ~,iszSq e 'A" ' ~°' ,, :, ,+~la. * Zvi. ̂ °? nx'A`,,, : " ;'~✓1 ^`

a
f 

4se$i'\c~'a',
,* * t$ 

Dot r'.:02-Aug-2017 14:01:12 I t  u : Michael Greene 

Evidence Added - ` IRRELEVANT -! . :~16 x64\iogs 

I)ate:02-Aug-2017 14:14:36 User:Shaun Wood 

The Call record has been assigned to the Team Member Shaun Wood
Progress was delivered to Consumer

Daato:02-Aug-2017 14:51:05 User:Shaun Wood 

Target Date/Time updated: new value is 31/12/9999 00:00 

[Start of Response] 

I have checked platforms on LST HDCR, the ARC201 has similar issues to live. This is a 4GB machine which is at 88% memory and 551, 

CPU, the kntcma.exe was using 1.9gb of memory so nearly half the memory. 

I have checked other Windows 2012 platforms on LST as all Windows 2012 are running ITM OS Agent 6.3.0.6 but none have memory 

usage as high as the ARC201 platform. 
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TEM201 193,516k 
CD201 50,184k 
SSC201 40,400k 

I have checked IBM, there is a Fix Pack 7 available i.e. 6.3.0.7 but nothing documented about memory leaks. I did find AFAR 
1V62549 for a memory leak issue on the Windows OS Agent but this was fixed in 6.3.0.5. It may be that 6.3.0.E re-introduced the 

issue ? 

I will stop/start the ITM OS Agent on IRRELEVANT on LS'I and monitor plus I will geL a PMR logged with IBM if over ttc next I
days we see an increase in memory usage on the Live and T.ST ARC201. platforms. 

549 

[End of Response] 
Response code to call type L an Category 40 -- Pending -- Incident Under Investigation 

Response was delivered to Consumer 

1 Le:02-Aug-2017 14:58:53 II , i :Shaun_ Wood 
[ ':'M OS Agent restarted on L_iRR,ELEVANT. ra ;`2/08/17 14:tt~ 

Checked memory usage after this which was ` ~fk1 t ak~za t ~ u hu~v ~r~ ><k ; 

a ~ ~~ a ,1,+t~"a .. I 0 `. 
 

a  ~c Ai s,: : .:F: ". Fs ti i nr \ tw M ;M,. Tom .. dS,f, :.:. i 4 40 90 *a,..,.<.. .... .,..... .....,..,>? ..,_.. ..:.~.~. ...°&~v..._.... ...... . .._~ ~s~a~'. u. .....•~..,, ,s - `~a:....._~........"` ~: ~~,.., s~^^~:  ,.~>:~~~~~ ".5~'...,. 
.... ... ... ... . _ .. .. . _.,... ... .. . ...... . ... .... . ...~ ..... w. :ate....,.  _.... .... .. _. .. .. .. .,:ter ,. . : _: .. ,~ _ ~ ~ er ., n , , ~ w , ~ s. ~ .,,..a,,, ~ >.; , .,, ;;o+ ,r •' < x. a.. A. . .?mv . .:. . . a ~: 1S 3T a. ca~ .3•. 1a .1: A,. 9r 'l#a „''tw.Z. . ,. ... ^?.. . ..,. . ..cil:F.... .......1~*^:.,~ '` ..1?a`.,. ..1 .1,  .?..c ,. c... ,.~s....:...._, _~,.`. ,. ..9,..:'<..'. .:. '.., .. h, ' 

40,    .:_.._      ~~ ~_....  ~:... ~<. _ 

40, 968 
40,916 

.a. `', :. ~` ;.• '''z  ~, \"t a s C ., '. 'iIíe i 
This shows a low memory usage which does up/down as we'd expected, I will check again tomorrow

_ ;
,~?x; .~ 

Date:02-Aug-2017 15:22:56 User:Shaun Wood 
I have aa:ked Michael to keep an 'v ,o !hr live ARC201. 

Date:03-Aug-2017 15:40:43 User:Shaun Wood 
e've just hit another issue with;_ IRRELEVANT _ias ITM OS Agent is using 5.5GB, there have been a large number cf security events 

generated l.8million since 15:04 15:24 - log has been overwritten 

I suspect the ITM OS agent is grabbing memory to read all of the events as it does provide details of OS Log Files. 

According to Michael 

[v03/308/y2017 15:33] Greene„ Michael: 
I can see a lot of audit type security events against the sealer.exe - An attempt was made to access an object. then The hand]:• 

to an object was closed - @ 15:04:25, thousands of them a.' "'as.

thats whats filled the sec event log up a *n ' ,s 3i ' n"~ 'rc (a' 
L '1 ''h 4` 

robably need to relax the audit settings ?cv~:ds.~, a 14 34$ k~,F., '~fi<ti~ ' si in 
v r, ,' 

: ~: e..  T',n.,. 1~.,~`~'tJ, L~""'A'~,~"x•~i., ~u. ,u?;.'w"~,..

14 14 '-`, ~'f ~ ,~ .~~~t` ~.,a„ .~. ~::~m~: 44 'i sa~~••,`~`~•_~ •e~'~i~ . y~3. ;:2 

DaLc>:03-Aug-2017 15:54:49 IL,a :Shaun Wood 

Looking at the Security log there are vast amounts of Audit Success Events around 15:05 of ID 4663 and 4658 for auditsvrcomp. 

The Security log goes from 15:04 to 15:48, there are 1.8 million records in 44 minutes. Of the 1,833,927 of these 1,825,830 are 
Audit Success. 

So based on this rate of 2.4 million security events per hour this server along will rack up 59 million security events per day. 

This is being done due to new security measure for auditing. I would question what is running which is creating so many of these 
events as these are Success so this looks to be normal running which I'm guessing will only increase as we move into R16 & Rl7 

are most systems will be audited. 

Date:03-Aug-2017 15:59:08 User:Shaun Wood 

T have now stopped and disabled the ITM OS Agent so that we don't hit this issue. In order to progress this issue I need Gerald 
lames to check the platform to explain why we are getting so many security events for Audit, this is to be expected ? If so then 
e may need to consider relaxing the security auditing as this will also be creating millions of events to go into audit which 

I'm sure will be 100 times more or higher than the current system. I won't raise a call with IBM at this moment as I suspect they 

ay just advise us to reduce event loads as we don't have any issues on other platforms  , 

I will pass this over to the audit team r v 
A 

, za,_- ,, 
''ro+\~~' `" 'F ~hr4~'C`Ml`' ,~i'~a• '~lv~` R  ~"'~ @' '~\,ia'GZ2̀ ~ '~ ~a~it~Ci 3c~~*+ #a~ ki~•aT n, 

r T ti  ;tis>uss '<Fa' 'F A F S w ti 

Date:03-Aug-2017 15:59:26 User:Shaun Wood 
The Call record has been transferred Lu the team: Audit-Dev 

The Call record has been assigned to the Team Member: Gerald Barnes; 
Progress was delivered to Consumer 

Iaaln:03-Aug-2017 18:58:15 I'1;<:-'i-:Gerald Barnes 

[Start of Response] 
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T have sent an email to Dave Haywood asking whether we can stop generating these success events. 

I have no reason to believe it is anything other than BAR. 

[End of Response]

Response code to call type L as Category 40 - Pending Incident Under Investigation

esponse was delivered to Consumer z z 
Hours spent since call received: . 4 hours ~y SR~"\`aS+ >; ',FS" ^~' ` ~, , s',"-,...' '`.'`T;~A '•~` ~ 1~' ° ~` '

a . :g. ;a. •sr•, .fi 
-is..;. v x ~ 1>•<~xp.a'v> ~'.~ v.~,e~'',u,,~~$$ .1l<,.'4~`~,.' ~~~a.'M; q~`~el;. ?+ .e?\A~Ax~,_,~"~n .,.;~,'a~_=~`:'~a*L~ks,'.<e .`f, :'w2, ,.v.,i,~..~re$x'$''~,3v:."'~, "'.fi,~~,a'~;M, ~~:~ 

:04-Aug-2017 10:24:58 U:s,ar:Dave Haywood 

Betore I agree to considering relaxing event logging on the ARC servers, 1 would like to understand why the auditsvicomp user ii 

is (I presume) opening and closing so many files over such a short period of time. The evidence doesn't seem to contain details 

of which files are being accessed and why. I would like to rule out a software issue that is causing a large number of events to 

e logged. Please provide some analysis of which files are being opened / closed, at what rate and why. 

The events in question are: 

n attempt was made to access an object - Event ID 4663 

The handle to an object was closed - Event ID 4658 

Please supply further analysis / evidence as requested above. 

Date:04-Aug-2017 17:44:10 Ui,,i :Gerald Barnes 

Pruduc;L HNG-X PlaLturuts -- AudiL Server (ARC) (versiun:2) added

EL.

.

., ,. . *i ,~ < :a v t i "'.< ::, ,t .:..\ a `h:,a "` _ :?„> 9agiu4' ~x+x`. s~'.ix ~'* `%F: '.~l';v:\ .i :'s, _;': +\' ..`xT'€'">+vx•.~ 
tai `~: ~~..,, ~ < a. a ..~:.a,s: -~;`.~.~. ~ ~;~,1 ,. ..~...w,"~`•:.,~..~.._.'~., ',ti~::"~~`` .r'~t?c.,~~,,.~r.\ ~;.'~~,•>~~~, 

DaLo:04-Aug-2017 17:49:26 User:Gerald Barnes 

new Business Impact has been added: 

SMG have suspended the saving of events because of this bug. This is a security issue. 

The problem has uncovered an inefficiency in the sealer. It is repeatedly checking folders to see whether anything needs to be 

done in a hard loop. It is always good practice to put a sleep of some duration if there is nothing that needs to be done so 

resources will be freed to do other things. This fix should make for examples prosecution queries quicker than before. 

Date:04-Aug-2017 18:08:52 User:Gerald Barnes 

Development Cost updated: new cost is 2 (Man Days)

[Start of Response] Edt.
DEVELOPMENT IMPACT OF FIX EL ..~ 

a"e~"~,<xa6ae, ,~=~'~~k~;2~'S~o~~h~~,, r vl,'~? •,. a'S°ar~ix~3 .:~ il..:~?..>,,~,'q'n~`.''t̀ .~1., ~'a ~~a:'... ti ?5 ' ~:k• ~..."'e!Itt~C~~,t~o;~?1~~caaa'`  ,.~(~i ryT~ ".ni1  ~^ r~x; "^'r~.

.,PI;CIPY TIID iING-X PLATFORMS IMPACTED.
'f< ._ ~~ .:.~. 'x,.v~tY, .,~_. <,,,`.~~^^ a,~" ^*~:_ ~C ~"F~e(;;~; ::'m .=,•~rlR"a:,t [' a. 

\ ~\•~ ' :_~ `.::~'` _~_::• - _ai".'-3-.za.. ̀  , asp ~ ~ ..r,: ':~5`.`:~~ 
:.~. r, r 

The p1aL=orn': has been specified and it is the audi t_ server: ^

TECHNICAL SUMMARY: 

In routine RGSchedule of SealContol.c it gets into a hard loop cf caecking 1 s~~~ ~a~° ~~ rh2 ~ ~A~ v 

U:\Archiveserver\CONTROL\SEALERMODULE \ tea\axL ~rA•rr \ le$ ~ ,4c , k %* ~ ~~a5~ Y?rah ci ?\u$* a 
".ate ::~•: ..o'=.. ...._.._ ..,:..:, .~ . . ..,,...~.... .__, a ......: .....:::...:..__..., .,.... .,.....~ ....~....... ._.__........,..:. ...x"-'.. ,.sue..:, .. c,.,: D.\Arch>.reserver\INTERFACES\IMPORT CAT Data ..:......... :.-,... . .,. . .,.,,~,. ,.,,. .,.. . .... .>. .. ..... ...,,.. ....._:... ......w _ _

c,r,. ,, tr,.... , % . f'. ,•~~... . . c nxza ati cu. :: .:. ri aim ̀.✓ 3ti~xp~ t y ^"eWuc ..1 .' D. Axchr reserver -
.. ..., ... . ..i r. _ .3, . > ~... ... 

D Archiveserver INTERFACES IMPORT CAT Md5 "•a ~- '~ 'i `r w' ~ c \ \ \  \ a~~~e: `~~w?a~~; ; 
~'*~a~a~r~?~:~`~i._, ,,e,','_. ~, „_.'e~,s~e,_'~r~s. ~~~a>'~? ~ c\~,z~G?.~'~~. ; ~~'~',, a,'~``':5:•: =:rTa~? 

waiting for something extra to do. 

This is not efficient 
„s S ? A . c>a'a .  ``  "`

It will be wasting a lot of machine resources doing this. F;1

The code does sleep for a second of so in the loop when there is absolutely nothing to do ~s ~ sG rv R ya''.' 

It has multiple threads and the problem occurs when some threads are doing things and it is trying to decide whether to start 

another one or. not. 

So in conclusion a sealer fix is required.............. , 
EL  S~ I 'SA E 5 \ \ EL _ 5̀"

This fix will greatly reduce the number of events and make processing much more 'efficient at the same time!` *- -~. ~^ ` 

LIST OF KNOWN DIMENSIONS DESIGN PARTS AFFECTED BY THE CHANGE  Z  

AUDIT SERVER. APP V2 ,:;7;._ 4 E4EEI. 

DEPENDENCIES: 

There are no dependencies 4 a 

3,,.:.::._.,:.... ...:.. 
DEPLOYMENT DETAIL  Er Er4EL'I8 w?x~~L~:~~1~~~~~1~tL~.v~"~~_',~,;h/~`c~.,~~?:'a``_1~.=;,~;1~?;:.~~;.~i~:~

Replacement files to be supplied during the evening backup~,~

DEV EFFORT IN MAN DAY~ ;` <,\ \_ ;\ ,, ,~ ~ _•;.; .. ~ 

2 man days. I have another fix to work on which may need to be done first for ,16.21. We may decide to schedule this first ir. 

Erich case I can start immediately 

USER ~, x .'3 IMPACT ON U~ER: " ~F, vi' =•"~~~•~ rr ` . ~, ra •~. . ;+'a : •r, 
. d"^N, ti~`-a'.^ ~^G.e;a~~i\.?-̀ ;, ' ~;: ,: +;ti ,~'+;.: + ,>:',' :~)a'a ~v;• ,: SS~,• ;fi , ~ ~ .~~v,a~Tx.^+...X33.. ..`.,~`z>,....a.'.`~~~.?iI? _..~,~.'>r.~n..>.^rsa . ~>`~t'zn ~-E~ v~.'as."_' .`c~.a~ AZ t+!"`~: ?..'\ffi!`,L' .w~°S*,..Sv.~@.

It will speed things up for SecOps though I am not sure by how --: .6~v5':v..1,3in 1,3~~`~i73i .'v7,~:"nF:~~:vr.:,~.r3:n~l,Sij.~1,Si:~73 Z;Yd: ,1 :v v?S:a§ +1,3~."^~.•.T,1,Si 3 ~ .,1.E~`: much ~
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IMPACT ON OPERATIONS: 

They will be able to harvest events again.

~x~.'SaciSnP:a*r s ',''Kn''.v`l +aAca .t \iu ," < "S a~`T',~l>̀ ~a4~ ~ a~'.e"'HR
HAVE RELEVANT EELS BEEN CREATED OR UPDATED? '; z P p P `x ' 

..:  .~~: ~i ,,...:°~:. ~~.,~~:  , ..*~^'~~'~• ,~i.~i^ve. :.~.,.''~~. ~"S¢~~e~~ ~- ~>:<~;,,F~~.,~v.,. ;~`;: • •~ L: - •?1~, ''~.r~4'~ze<a~,: 
To EEL is needed from the audit team. <. ....:. ._.~_, ...:,:a,:,.,.,,~..,<'•:.'•>-:,: :,,\, ,_. .:<,._..,..,. _. ,.:...:, ~. ->_: ,.: -.. , '~.qu_ a r i  • v.. ., . . ;`~:s a ~,. ~? .. `t<~'~s~fiii`%•'~"'.'z' , ~: '?a~;,,. .:: . A-s2~.-~.."-;

,.'ti :~, • ~, :, ' ,~.~ ., m~ ac> 

IMPACT ON TEST: 

They need to check that gathering, ARQs and the evening robocopy works as before without tilling up the event log. 

RISKS (of releasing and of not releasing proposed fix)

rcleasin ~ ' l• n~ ~ ':,~; r: 'ro '6ti°~;' :%.~:, ..;,~: ° ~...., ~ 1x '~<~;'r g
 

i 
,l ~, a, :-`, ,.Le• ~a •—.tM1t` c% ::'. 'v~"„  •:. ai :ti:i' '\  >: 'i~ , '. 

d_ XMct~,,a+"S~kti ~~ •~~~ `~^ax,~,,";~~~: ,~~. ; a~'~~'S3~.y '. '~. ..'n z:,a.~. ~ Ha ..~ ~~:k. "^~"'~ ~., I c.:anno t. see any disadvantage , 
~~.. s- "°, ~`>~~° ~ x x ~` : :..,. ~ ~ ~ _: .\. ~"'• ~ ~~ ~ ~ n\ ~~'" f~~ `' '. 

not- releasing 

e will continue to get flooded with these audit success events. 

e will continue to needlessly keep checking the same folders hundreds of times a second when it would be sufficient to do it 

once a second 

LIST OF LIKELY DELIVERABLES

oealer.exe definitely 

e may decide to make the sleep configurable so as to fine tune the fix later.

In this case additionally a.

chive exe
.+ 1 •, ,t: b ct , , : . l Vin+;  , a.'l`z R. s.S ~'"G:;` ;~. :.. :a~.:zzxa~?~ .:r ~, E •' ,: ~< ~; ~ ;~cFtc : , ~...3~.. . ~. .r,, c S~l_. „ , •,~ u.- :~ < ~.,  #. catF...,  . ,,c '.~ 

: r...: 
~.. . ,_.. . .. ,max ~...._. . _ .....,.,. . ... . .... .~_ ConfigDLL.dll

Gatherer.exe 

essages.dll 
etriever.exe 

Sealer axe
ootle C of urationFiletx. ...... .. ., .. .. . .. . ... . .. ....., ... .. . . ... .. . .. ..,... . .. ._:,. :<:~:-:,, :::: ~•  u. : ,. ,. :..i:,a : .r ,... . r..~ ,3 ., ,., k. ._ : a::~..7... ,,. -ia  ~ . ::.,µ:;. ai"?sti~ ~a'fi' -:: .._,,.. 's..'~.-a.. .._ x_.~,k. .,.,:~a..~l ., ?l. ..: r: .a, .sr .. ;:n.. ..F. ' ,k~. ..3 .~J-, -":A. . .. "s,.. -_aF.,~~.. . ..°~:. ~„Y,r..; ..,rh`?,.. ."~. ~~t~ .,w.?.~"n. ~:i ~. •: ~.,...;;:: 

.. ........ . . ..tea-. ...., <. .ate.... _ . .,. .. . ,._ ... .. ... .>.. .. .. ... >. ... ,,..,. ..':<'.5.">"..:..: _ an Confi urationFrle, txt . ... . .... ..,.,.. ._..._... :,. .. .. ... .. .... ..... .~ .. ..... . . ..,. _~.. . _ . ....: ... .. 

::.; ... ?Ta   a•_,rgan\ConfiuratronFile DR. txt ;~ ~' n~ ..~ ?'  3;;~~' >~~° ~,~'~~:~`k~'~

espouse code to call type L as Category 55 - Pending Live Fix Impact Supplied "~` .~: ...``. •~ "''~~,,,^;". _ ,:,fix ~'~ ~~, h' ~wZ~.

Responsewas delivered to Consumer  -•-- ':' ":• ` - 
,~ 

m \ ,fw,>;~~-' v~,A•" •~~~~E < Oa ,..\,", 
, ....

. , ay. s~ert: `,+,4" .  cae aa~?~~± ,,'~S?z '' R,°?~' „' .,.',5_ ;'~a~ ' ..w '•`ka~.;" ~. ;a?~lc sC ,, ',-,̀ ,~.1 .:i 
8"~`,,._...:•"'~,i23. < 

Hours spent since call received: 7 hours • ; , ••: 

I a >z ^ ~_ .~ rte. ~ ,,:~., .: ~.,• ::: :;. _. .~__ ., ..z. -.~; '~.-~;.~,,:`~._ 

Date:04-Aug-2017 18:10:17 User:Gerald Barnes 
The call Target Release has been moved to Proposed Pas -- IING-X 15.21 

Date:04-Aug-2017 18:10:46 User:Gerald Barnes 

ction placed on Team:BlF 

,t c ̀:07-Aug-2017 10:37:33 :Jubita Gurung 
T:- call Target Release has been moved to Targeted At -- HNG-X 15.23 

Date:07-Aug-2017 10:58:57 User:Jubita Gurung
F approven and targeted at 15 20  

^'~,T;,°,

Date:07-Aug-2017 10:59:01 ,:Jubita Gurung 

ction has been removed from the call 

Date:07-Aug-2017 11:28:12 User:Shaun Wood 

fter discussing this issue with John Bradley I have raised PMR Ref 16388,019,866 with IBM as we don't think their agents should 
e utilising so much memory and need to know if there is a way of disabling checking event logs as we have Netcool monitoring the 
Windows event logs. 

Date:07-Aug-2017 11:54:30 1: :Gerald Barnes 
Reference Added: Jira POA-2216 

Date:08-Aug-2017 19:10:01 U::ru-:Dimensions Automated User 
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I. ,Terence Added: Product. Baseline A[JDTT_SERVRR_APPV2_1520V019 
l-; ierence Added: Product Baseline AUDIT SERVER APP V2 1520 VOl9-VO09 

1)ote:08-Aug-2017 19:18:30 tlsei:Gerald Barnes 
[Start of Response] 

Partially fixed by version 15.20.0.5 of sealer.exe. 

If the sealer is not busy then you will get 259,200 of these success events per day. 

This would increase to a maximum of 10 times this number if the sealer was very busy all the time which would never be the case. 

So even in the very worst case there will be far less than 59 million security events a day. 

[End of Response] 
esponse code to call type L as Category 46 -- Pending -- Product Error Fixed 

Response was delivered to Consumer 
Hours spent since call received: 15 hours 

Date:08-Aug-2017 19:18:35 Uner:Gerald Barnes 

Defect cause updated to 14: Development CRde 
aQ M'p MA

Date:08-Aug-2017 19:18:48 liser:Gerald Barnes 

The Call record has been Lranslerrc'd I_c: LLn; Learn: Dev-InL-Reel 

Progress was delivered to Consumer 

Dace:09-Aug-2017 08:30:01 Usei:Dimensions Automated User 

Reference Added: Product Baseline AUDIT SERVER APP V2 1520 D0l9-D009
~ ~Z~ ::~.:~•;ti ,„, eru.,~ qa:`~Y;.~' `̀s':1 ` yam, ~;' 

Date:09-Aug-2017 12:03:20 1 .-.,i :PIT Automated User 

[Start of Response] 
Peak 026102E handled by integration auto handler 

The following baselines attached to this peak have the targeting flags set-: 

UDIT SERVER_ APP_ V2_ 1520_D019-D009 FOR (LIVE:YES TEST:YES RDT:YES) Integrator: Geoff Inglis 

These baselines have completed integration testing, moving to holding stack awaiting peak ejection. 

[End of Response] 
Response code to call type L as Category 47 (Fix Processed by PIT) 
The incident has been transferred to the Team: Int-Rel 

Progress was delivered to Consumer 

DaLe:09-Aug-2017 12:05:53 User:PIT Automated User 

[Start of Response] 

## AUTOMATED UPDATE - INTEGRATION PEAK BOT ## 

Fix processed by integration, routing to dev-int-rel director... 

PLEASE NOTE: If this fix has failed, to send this peak back to integration it MUST have the response code Fix Failed or Response 
ejected on it, otherwise the peak will bounce 

[End of Response] a ~a ina~~~~oteti~1e. ~ ~~4~~a A~y~Z'3 a* t~~ f 
Response code to call type L as Category 49 (Fix Available for IndependeitTeat)
The incident has been transferred to the Team Live Supp Test ,;;;r„ ~;,; ~ ~>;~•~ ~ x 
Progress was delivered to Consumer , •,~   G 

Date:09-Aug-2017 15:34:57 User:Victoria Griffin 

Reference Added: Release PEAK P: , . .. _.. 

Date:10-Aug-2017 14:07:37 User: Shaun Wood    ,,. 
I need to get this call cloned L t. :! can test / change the ITN OS Agent as per advice from IBM. 

i` : i:':10-Aug-2017 15:03:19 lser:David Bower 
0, IL cloned from original call:PCO261026 by User:David Bowen 

Date:10-Aug-2017 15:04:30 User:David Bower

The Call record has been   assigned to the Team Member: David Bower .~,> 

D.,t ::10 -Aug-2017 15:05:05 U ;ei :David Bower 
The Call record has been transferred to the team: Tivoli-Dev 
The Call record has been assigned to the Team Member: Shaun Woo, 

Date:10-Aug-2017 16:55:16 Li:=?r:Shaun Wood 
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This call be. used to progress the changes provided by TRW, T will raise. an Emergency MSC to make the changes on 'IRRELEVANTI 
tomorrow to test as this platform wi_1.l has the issue and so wi11. prove if the IBM changes are successful . 

Date:11-Aug-2017 10:38:40 1. :Shaun Wood 

Reference Added: MSC 043J1457573 

Date:11-Aug-2017 10:39:54 User:Shaun Wood 

Target Date/Time updated: now value is 31/12/9999 00:00 

[Start of Response] 

SC raised to updaLe KNTENV file on IRRELEVANT Lu address memory issues. Once Lhis has been implemenLed we will Lire: need

onitor for a few days to confirm this has addressed the issue. A formal fix will then be delivered. ;: 
[End of Response] vae ~anv ~ Y •a F 
esponse code to call type C as Category 41 -- Pending -- Product Error Diagnosed a, 

Date:11-Aug-2017 15:22:21 User:Shaun Wood 

SC has been implemented, the ITM OS Agent has started and is running fine. I have monitored memory for 5 mins, this as stayed 

fairly static around 41,000k. I will inform NT and then check the server again next week. 

Date:14-Aug-2017 10:22:16 User:Shaun Wood

I have just checked the ITM OS Agent onl_IRRELEVANT] the memory usage is at 42,656k which looks fine as there have been millions 

of events so the agent is no longer consuming memory like this did prior to the changes. I will continue to monitor for the rest 

of this week, if all still looks fine I will get a formal release sorted. 

Date:14-Aug-2017 10:29:20 IJ;;c:. i :Shaun Wood 

[Start os Response] 

I will action QFP as I'm not sure what target release I should use for this Peak, Gerald has delivered his fix at R15.20 which I 

guess now needs to go through LST as a hot fix, this ITM OS Agent change also needs to do the same so R15.20 also ? The 

IN ITM OSAGENT V001 was delivered at R15.20 so I'd just need a V002-V001 incremental. 

[End of Response] 

Response code to call type C as Category 40 -- Pending -- Incident Under Investigation 

Date:14-Aug-2017 10:29:38 User:Shaun Wood 

coon placed on Team QFP Forum

a, ~, l~r +ate \ 
~.. 

'~. '~''ve ,,. ;n. `S•*.vaXiM.: F %i= r2hi ~n,'u:~'~ .h,.~.. :4*r•.i x,~," 'tea a~ tea% .•~.xN.m: sax,. . .ai~SLa.> "~a\Z'•'•N k ~, ~, 

Date:17-Aug-201717:44:30User:Shaun Wood 

[Start of Response] 

I have just checked the ITM OS Agent on IRRELEVANT the memory usage is at 44,156k which confirms that we no longer have an issue 

so I now need to deliver a formal fix. Q PT I feed to sanction this and target, I'll propose R15.20 as Gerald has delivered his 

fix at this release. 

[End of Response] 

Response code to call type C as Category 41 -- Pending -- Product Error Diagnosed 

:17-Aug-2017 17:44:45 lJ:-n:,r:Shaun Wood 

call Target Release has been moved Lo Proposed For -- HNG-X 15.20 

Date:18-Aug-2017 09:03:52 User:Nick Lawman 

The call Target Release has been moved to Targeted At. -- HNG-X 15.20 

Date:21-Aug-2017 12:37:08 U:-:"r:Shaun Wood 

Action has been removed tram th,,

Date:23-Aug-2017 13:50:02 User:Dimensions Automated User 

Reference Added: Product Baseline WIN ITM OS AGENT CFG 1520 V001 

Date:23-Aug-2017 13:52:13 User:Shaun Wood 

[Start of Response] 

Jew ITM OS Agent config product released to amend agent values to address memory issues. This now needs to be installed onto al ! 

Windows 2012 Servers as a top-up to address this issue which has been tested on the live IRRELEVANT platform

[End of Response]

esponse code to call type C as Category 48 Pending -' Fix Released to PIT

:" <   a :..`l 
1 

. ,._  i e'~ j e. :n -u } e ,, ~"(,k. 4i 9 l ,x3:., m -.~`~ •+a., r Y ,e'-~..''?q :k~e a s' ...a as rt^'S .ta;.c.'\.~]. cz .+y ti.: .:,!,: _...? CF' :~ i . k 

Date:23-Aug-2017 13:52:19 User:Shaun Wood 

The Call record has been t ran F, f r , , r rid t n t h'' t c'< I : 1'c`v- 1 i=t -R

Date:23-Aug-2017 14:25:01 User:Dimensions Automated User 

Reference Added: Product Baseline WIN _ITM _OS AGENT CFG 1520_D001

r r r r +si~'*rA> »S 7 )x ?A7x.2 )'x, ? ,* >,)•s, ?I.`? >,su? ?k,. ? a ?. 0 ? u? ? ?x)x V, ?s, =?A7x. ~xT" y i ,... ..., ..... .,...~t.~ .,....~t. .,...: 1 1,.. ...~t... ~1... ~1....,~ ,.~t..l.,.. fit, .,.. 
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Date:24-Aug-2017 14:41:59 User:Sarah Payne 

The call Target Release has been moved to Targeted At -- HNG-X 15.31 

Date:24-Aug-2017 14:42:30 User:Sarah Payne 

Peak re -targeted to R15.31 as LST have signed off Rio 21 w ,,,*, •,r~r'ay.~ ~~i~,s~~cx~r} ',,~~al ., .ta i'+a~~[cF "* `"~e~• esn 's '4`' +,Ai,'si'. .:. 
~~...5- .. :  .•  r °off .

55 55
.

trmLa. 

Date:24-Aug-2017 16:14:11 Usor:Karen Cooper 

Reference Added: Release PEAKPCO26178C 

Dato:30-Aug-2017 11:48:46 Usct:Vijesh Pandya 

The Call record has been transferred to the team: Live Supp.Test 

Date:04-Sep-2017 14:16:05 User:Mark Ascott 

The Call record has been assigned to Lhe Team Menber: David Bower 

DaLe:26-Oct-2017 15:53:03 User:David Bower 

[Start of Response] 

aseline installed on all LST win 2012 servers and no issues encountered. This is a top up for changes that were tested by Shaun 

oods on?IRRELEVANTi. This has passed LST testing. 

[End of Response] 

Response code to call type C as Category 61 -- Final -- Build Fix Available to Call Logger 

outing to Call Logger following Final Progress update. 

Date:26-Oct-2017 15:53:11 User:David Bower 

CALL PCO261282 closed: Category 61 Type C 

Date:14-Nov-2017 15:36:48 User:Victoria Griffin 

Reference Added: Release PEAK PCO264293 

Date:14-Nov-2017 16:58:50 User:Victoria Griffin 

Reference Added: Release PEAK PCO264301 

Date:17-Apr-2018 16:02:05 User:Jubita Gurung 
Reference Added: Release PEAK PCO269263 


