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0.4 CHANGES FORECAST 

Reissued on a monthly basis. The content of the report will be 

continually monitored and revised. 

Addition of section on resources used at the physical layers i.e. 

correspondence server, agents and host. 
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1 INTRODUCTION 

1.1 s 

The Pathway Performance & Scalability Strategy [PerfScalStrat] describes 
the process that ICL Pathway has implemented to manage and predict 
the performance of the system. 

One of the key components of the strategy is the measurement and 
monitoring of the live system and comparing the performance of the live 
system (workload processed and resources used) with the performance 
predicted using: 

• Data derived from Technical Testing and 

• Performance models. 

The performance predictions are input into the scalability plans for each 
component of the system that will: 

• Document the capability and scalability of each layer of the 
architecture 

• Relax the stringent targets set out in the default scalability plan, 
where applicable 

• Identify any shortfall in performance that will impact on the 
scalability of the system. 

The edition of the Live System Report documents, in summarised form, 
the monitoring of the live system for January and February 2000. 

The Live System Report has four main purposes:

_To document the workload processed (no of messages, transactions,-( Formatted: Bullets and Numbering 

etc) by the key components of the live system.

_To document the resources used (e.g. processor, disk, time) by each 
of the key components of the system. 

E9_To compare the workload and resource usage with that predicted by 
the performance models [Model]. 

•To highlight any discrepancies, and any action taken or 
recommended. 
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1.2 0v rv't - 

The live system report is divided into sections covering the following 
services: 

€_OBCS (see §2) Formatted: Bullets and Numbering 

E9_APS (see §3) 

€_TPS (see §q) 

_Reference Data (see §5) 

€_Riposte (see §6) 

€_ISDN Network (see §7) 

• Issues (see §8) 

In each section the key metrics are presented in graphical and/or tabular 
form. 

In each of the graphs the Vi a►-ixng data is normally presented for 

each individual day in the sample period. The preoli,ced. data is the 

maximum value expected during a particular week. Where appropriate 
the actual volume of transactions or resources used is compared against 
the predicted value and any differences are identified and reviewed. 

The current prediction models have been calibrated using data gathered 
during Technical Testing for Pathway Release CSR (NR2). As the 
workload volumes on the live system increase, the models will be re-
calibrated using data from the live system. The point in the rollout at 
which the models will be re-calibrated will depend on the particular 
component and the usage of that component. 
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1.3 Mafnaew.eM4 Sw a-y 

This report covers the months of January and February 2000. Rollout of 
Post Office Outlets recommenced on 24t January and since then the 
number of outlets has increased from i86o to 3300. 

The load on the hardware platforms has increased steadily and has 
reached a level when the resources used on key platforms like the 
Correspondence Servers can be monitored and the measurements used 
to extrapolate future resource usage. 

This issue of the Live System Report looks at both the workload being 
processed and the resources being used. 

The following summarises the current performance: 

• TI'S — The EPOSS workload is growing in-line with predictions. 

• 05C5 — The OBCS workload is growing more slowly than predicted 

and the current projection is that the number of payments by book in 
a full year with all outlets rolled out would be approx. 63oM i.e. 
approx. 20% lower than the contractual volumes. The OBCS volumes 
will be monitored closely and if, over the next two sampling periods 
this trend continues, the capacity models for the platforms and the 
network will be updated to reflect these changes. 

The order book bar-code scanning issue has not been resolved so the 
number of OBCS `foreign' transactions being process is much lower 
than predicted. Discussions are continuing between Pathway and 
POCL about re-instating the barcode scanning of order books. 

• Referev~.c4.- Dwfa, — Procedural and application changes have been 

made to the processing of reference data. The POCL generated peaks 
experienced earlier in rollout have been significantly reduced. The 
focus is now on eliminating the Pathway generated peaks that are 
caused by e.g. reference data to support new releases. 

• Nefwork, - The issues identified with the ISDN network has 

resulted in a significant improvement in the frequency and length of 
calls. The focus has now changed to identifying the source of calls 
and trying to reduce the number of ISDN calls. 
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1.4 Perfor L1cGltia.v,.gey 

• During January the number of PRIs in the routers was reduced to 
protect the routers from peak on peak overload. This PRIs will be re-
installed during March in the new ISDN Routers that are planned. 
The new router configuration will support full roll out volumes. 

1.5 I j("p y 

• TPS - The time to harvest TPS is under review. The TPS bulk 

harvester agents are processing data input from the Correspondence 
Server at, or above, the expected level, but because the number of 
messages input is much greater than expected ['] the overall time to 
process is longer than expected. This is not an issue with the current 
volumes. 

• Pe#-forty a 'o-1- fravw fla. Live Sypt vry - The production 

of this report relies on data feeds from the live system. The report 
relies on manual data feeds and problems obtaining the feeds in time 
caused the January LSR to be delayed and merged with the February 
LSR. 

Data feeds from: 

• NT & Riposte meters 

• Maestro Logs 

• Energis phone bills 

• Data Warehouse extracts 

have been used in the production of this report. 

A CP and briefing paper have been produced for the purchase of 
Athene from Metron Technology a long-standing ICL partner. 
Athene provides the tools to collect manage and report on 
performance data collected from the live estate and will be used by 
OSD, SSC, CS and the performance team. 

1 TnzTPS 3 k Harvester ready a t wussau b 4-Sow ovL prneeys EPOSS 
w,essages T & Large. ywl.wtiyer of add fio~ at, e- ge.we -afwd by easlti 
accov- trial i aw c€ ' are, read Vr, i Vwt procesye a4 
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Network, — Two periods very long calls have been experienced on 

the ISDN network. Mitigating actions have been put in place whilst 
the Riposte bug is resolved. 
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z oecs 

2.1 0605 Swm W-&V!J 

The 3 key components OBCS workload are: 

s_Howvevli rcg - the harvesting of the OBCS transactions that have bey--  I Formatted: Bullets and Numbering

done at the Post Offices (e.g. payment of benefit). These are then 

processed by the host system (see §2.1). 

E9_Fore igrw - The processing of OBCS foreign by the data centre (see 

§2.2). 

_S1v cs - The processing of OBCS stops from the benefit agency and 

loading them into Riposte (see §2.3). 

The volume of OBCS order book transactions (see Figure 2-2 - Number 
of OBCS Messages Processed per Day) is lower than expected at this 

point in the roll out. Extrapolating the current volumes to full rollout 
would result in approx. 63oM order book transactions being processed in 

a full year. This is approx. 20% lower than the contractual volumes. 

Currently only the original 300 live trial Post Offices are bar-code 
scanning order book encashments. However most of the remaining Post 
Offices are now registering new order books before they are issued. The 
Pathway objective is to get all Post Offices registering all new order 
hooks to minimise the learning effect when the bar-code scanning of 
order books is re-instated. However, 319 of the remaining Post Offices 

did rwt registered any books during February and a list of these Post 

Offices has been provided to POCL who are investigating. 

The average OBCS 'foreign' response time (see Figure 2-10 - OBCS 

Foreign Response Times) is artificially low. The 'foreign' response time is 

computed from the time to: 

Processing 'foreign' order book encashments ari d 

Register new book receipts 

New book receipts typically have a lower response time and as they 
currently make up a higher proportion of all OBCS foreigns than would 
be normal, this results in a lower than typical mean 'foreign' response 
time. A new chart has been added to this report (see Figure 2-10) which 
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separates out the small number of OBCS `foreign' encashments from the 
bulk of'foreigns' that are created by the registration of new order books. 

QThe percentage of OBCS 'foreigns' that fail is artificially low since new Formatted: Bullets and Numbenng 
book receipts must contact the data centre. The percentage of 
transactions that fail (see Figure 2-9) has continued to decline as the 
network problems are resolved. 

2.2 Of3GS Harve44iv.g 

This section looks at the harvesting and processing of OBCS messages. 
OBCS messages include: 

• The payment of benefit by book (local & foreign) 

• The registering of new books upon receipt at a Post Office and 

• The issue of new books at a Post Office. 

Figure 2-2 shows the number of OBCS messages harvested per day. The 
difference between the actual and predicted numbers should be because 
of Northern Ireland (NI) Post Offices as they do not support OBCS (the 
OBCS workload model assumes that all Post Offices process OBCS). 
Even taking the NI effect into consideration the number of OBCS 
messages is significantly lower than would be expected from the 
contractual volumes: 

Year Order 6avk, 

Txwy 

1999-2000 776M 

2000-2001 750M 

Figs-re-2-1 - CowfracfuaLVole % of OILS Ord- Book- Tra--. v 4i,owy 

Projecting the current volumes forward would result in the expected 
number of OBCS order book transactions to be approx. 63oM. The 
growth in OBCS order book transactions will be carefully monitored as 
the rollout progresses. 
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Figure 2-2 — Number o f OGCS Messages, Processed. per Day 
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The breakdown of OBCS transactions by day of the week given in Figure 
2-3. 

Week. Sfarfis+g Mann. Ti-e• Wed. Tku- Fri, Saf Sinn. 

Ma-v,27-Pe(,- 2% 5% 41% 47% 2% 2% 2% 
99 

Maow03-Ja.w- 1% 42% 17% 24% 9% 5% 1% 
00 

10-n.10-Ja.a.- 31% 24% 14% 18% 8% 4% 1% 

00 

Mon'17-Ja.w- 32% 21% 13% 20% 8% 4% 1% 

00 

Mo-w24-Ja.it- 31% 21% 1-4% 20% 8% 4% 1% 
00 

Mo-w31-Ja..v- 38% 4% 19% 26% 111 0% 1% 
00 

Mo,~.07-Feb-- 30% 21% 14% 20% 8% 5% 1% 
00 

Man- 1-4-Fe-b-- 30% 211 15% 19% 8% 5% 1% 
00 

Mcw21-Feb-- 31% 20% 14% 20% 8% 5% 1% 

00 

Pre t 4e4- 32% 23% 14% 21% 7% 3% 0% 

Figure 2-3 - 6reakdoww at 06CS Traryerc4 owv by Day 

The distribution of OBCS transactions across the week given in Figure 
2-3 is similar to the pattern documented in the Performance Business 
Volumes [BusVols]. In particular the %age of OBCS transactions 
processed on the busiest day is a very close fit to the prediction. 

Figure 2-4 shows the time to harvesting OBCS from the Correspondence 
Servers and the time to process the messages on the host. 
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1 

ae9uu~ p~w.~ I..  pa.e l— 

Fi g -re- 2-4 - ELar4t& - ms- io- Harveyf- O13CS Tra ftsaMi ony 

Figure 2-4 is based on the workload being processed at all Post Offices 
and includes both order books scanned and order books processed using 
the non bar-coded order book function. The elapsed time is gathered 
from metrics in the OBCS Bulk Harvester agent. 

The workload peaks were caused by: 

• 1't/2
nd February — The introduction into the system of TPS 

reconciliation 

• 29th February - The APS bulk harvester agents at Wigan were not 
available so all harvesting used the 8 bulk harvester agents on the 
Bootle site. 

The overheads of setting up the harvester jobs, and the short execution 
times, mean that if the elapsed times arc used to project future run-
times, the time will tend to be a over estimate. However, as the number 
of messages processed grows the impact of the overheads will be reduced 
and more accurate run-time estimates can be extrapolated from 
measured run-times. 
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Figure 2-5 - EL' pseol. Ti my for the Hoff fo• Pro ' Of3CS Meyyo.ges' 

The Host processing times for OBCS messages are still very short and 
within expected limits. 
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2.3 O6GS `Fo-reig 3 Try 

There are two key performance measures for OBCS `foreign' transactions: 

• The volume of 'foreigns' (which effects the number of phone calls) 
and 

• The average response time (which effects the SLAs). 

The number of OBCS 'foreigns' is shown in Figure 2-6 below. The graph 
shows all 'foreigns' initiated at the counters and splits them into: 

• 'Foreigns' those that failed [ 1] i.e. did not receive a response within 
the 20 second time-out time because: 

— The phone call to the data centre failed or 

— The response was longer than expected because e.g. the OBCS 
Host system is unavailable 

• and those that succeeded. 

Fi,gu -s 2-6 - Nua4n,ber of 0605 Foresj rraVyaefio~yper Day 

`Fore g-; frawsa.~lio++y {{,.at fat k-ave a zero- ry powse -Fine: Tln e se {raw,acfi,ov y 

are e,,, dzc~ frmw fk- averag& 
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The number of 'foreigns' being processed is far lower than expected 
because the bar-code scanning of order book encashments are only 

being processed the first 300 Post Offices rolled out. 

The percentage of OBCS 'foreigns' is shown in Error! Reference source not 
found. below: 

W tek. Ev4 Aefu ad, Fred i 4v 

Su.w 02 -Jaxv-00 3.5% 2.4% 

Su,w 09 -Jo.H.-00 3.2% 2.4% 

Su. , 16 -Jaw.-O0 3.6% 2.4% 

Su.w 23 -Ja.w-OO 3.7% 2.4% 

$u-n. 30 -Jaw-00 3.q% 8.9 

Su.w 06 -Feb--00 4.6% 11.3% 

Su.w 13 -Fe,I--DO 5.5% 13.4% 

S 20-Fe,b--00 5.8% 14.3% 

Su.w27-Feb--00 

Su.w05-Mar-00 

6.4% 

6.4% 

13.1% 

12.1% 

Su ,12 -Mar-00 6.7% 11.3% 

Su+n. 19 -Mar-OO 6.9% 10.6% 

Su.w 26 -Mar-00 5.9% 10.0% 

F re-2-7 - gage-of Of3C8 Order Book,TrawSacifiowy era-#t-

03C8 'For", J Tra ti.o+,  ' 

Figure 2-7 records the total number of OBCS 'foreign' transactions i.e. 

encashments and book receipts. An increasing proportion of the rolled 
out Post Offices are now registering new books but only 300 Post Offices 
are scanning order books when they are presented for encashment. The 
actual number of 'foreigns' will rise significantly when the bar-code 
scanning of order-book encashments is re-introduced. 
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OBCS Foreigns as a Percentage of OBCS Transactions 
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0.0%
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` ti.r ti p , r N  —Foreign enr;~nmems •
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53_o% •'i 

z0% 

1 0% 
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o 
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Figurer 2-8 - 013CS Foreiyw Eva.eayLt.m .nw& ay a %age of OBCS 

Tra-4a aio-41 

The number of OBCS `foreign' encashments are averaging approx. i% of 

the number of OBCS Transactions currently. This will rise when the bar-
code scanning of order books is re-introduced. 

The percentage of OBCS foreigns that fail is shown below. The table 
shows the average failure over the month and the worst day. 

Mo,w# Average. 

Failure 

Rafe 

WorgF Da.y 

Ju.ner 17.6% 100.0% 

Ju.LJ 22.2% 1-00.0% 

August 16.7% 100.0% 

5Wf&w>lyu- 7.3% 100.0% 

Oc c4b 4.5% 17.1% 

NovewJ 1A- 1.5% 1-2.4% 

De.ca.w~be.r 0.4% 1.5% 
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Javwaa-y 1.2% 80.8% 

Feiyrun.ry 0.5% 4.8% 

Figures 2-9- Of3GS Foreigw Faitcwey 
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The percentage of OBCS 'foreign' failures has steadily reduced as a result 
of actions put in place to rectify ISDN network problems. 

However, the percentage of OBCS 'foreigns' that fail is currently 
artificially low as the figure is made up fmm: 

• The number of OBCS 'foreign' encashment failures, plus 

• The number of OBCS 'foreign' book receipt failures 

and the vast majority of 'foreigns' in the sample period are OBCS 
'foreign' book receipts which must contact the data centre. 

Note : The failure of an OBCS 'foreign' encashment does not mean that 
the transaction is lost. All OBCS 'foreign' transactions are 
written to the counter message store but, for a variety of 
reasons, some messages fail to contact the datacentre and in 
such circumstances the counter clerk will operate the fall back 
procedure which may include telephoning the Help Desk. 

The average response time for OBCS 'foreigns' is shown in Figure 2-10 
below. 

Figure 2.-10 — Of3CS Fore,.g -R2ypo~s-Tiwa 

The mean OBCS 'foreigns' response time for all 'foreigns' is obtained 
from an analysis of the response times for: 

• OBCS 'foreign' encashment, plus 

• OBCS 'foreign' book receipt 
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that are harvested and stored in the Data Warehouse. This time is 
currently artificially low because of the order book scanning problem. 

Separating out the OBCS `foreign' encashments from book receipts gives 
a better indication of the current response times. 

The response time that is currently being measured on the live system is 
better than the response time measured in the OBCS `Foreign' 
acceptance test benchmark i.e. 5.4 seconds. 

2.4 Stop-k Protv,54 

Each night the Benefits Agency sends Pathway details of books that 

should not be encashed. This list covers a.U. OBCS beneficiaries 

irrespective of whether they normally claim benefit from a Pathway 
automated Post Office or not. This means that the number of changes to 
the Stops List received by Pathway was at a maximum from day i and is 
not expected to grow over time. 

Within the OBCS Stops database on the Host system are details of all 
Pathway automated Post Offices where the order book has been used. 
When a stop is received by Pathway details of the stop are sent to 
Riposte and replicated to each automated Post Office were that book has 
been used. 

The variation in the volumes of changes from the benefit agency is hard 
to predict. Average volumes of approximately 40,000 stops per night are 
expected with a contractual maximum in one night of ioo,000. The dip 
in volumes during December is within the normal limits expected. 

Number of ORCS Stops Processed by Host 

izc,aoo 

100, 006 

ac,aoo 

60,000 

4c,000 

'C, 004 

~ Pei day 
M,4 004trecled 

-Average 
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Figure' 2-11 Of3CS Sfops' re ved frovw fhe' 8--J #Y Age e 

The number of OBCS Stops processed remains within the expected 
limits. 
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OBCS Stops Loaded into Riposte 

a,00a 

5.000 

4,000 

E 3,000 

z,00a 

1,000 

= Per Day 
Rverege 

oe1. 

Fiyure 2-12 - Num.ber of Of3CS Sfopv toade& o- RipovFv per day 

The OBCS Stops model assumed that the proportion of Stops loaded into 
Riposte would be proportional to the number of Post Offices rolled out. 

The number of OBCS Stops being loaded into Riposte is not rising as 
expected because order books are not being resistered at many Post 
Offices and Stops can only be distributed to offices that know about a 
particular order book. 

As current order books expire, the new order books should be registered 
when they are received and the number of OBCS Stops loaded into 
Riposte should start to increase even before the order book scanning 
service is re-started. 

The time to process OBCS Stops by the host and the time to load them 
into Riposte are shown in Figure 2-13 and Figure 2-14 below. 
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Figure 2-13 - ELap1ed Ti w fm fizz Hoyt to Proeeyy (k e' Dai L j SIc-r 

FUt, 

The time to process the Daily Stops file (see Figure 2-13) is less than three 

minutes and does not impose a major load on the host system. 

S L EYpeAr 

cacm 

lr 

.mm 
ram 

rcm 

wam 

cam ~rc.00y 

czsm 

nIS90 
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F guru 2-14 - ELa hyed T w e lo- Lo ' 01305 Stogy i -to- R te.' a 

Correypovwle..t Server 
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The elapsed time in Figure 2-14 is gathered from metrics in the OBCS 
Stops Bulk Loader agent. The overheads of setting up the loader jobs and 
the short execution times mean that the elapsed times do not give a true 
picture of the elapsed time .v. number of OBCS Stops being processed. 

The reduction in elapsed times in February resulted from the (partial) 
resolution of a problem with LUC that had caused the time to connect to 
LUC to be much longer than expected (up to 15 mins), thus increasing 
the elapsed time for the job. 
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3 APS 

3.1 APS S wvwv.a ry 

The graphs below show the number of Automated Payment transactions 
processed by the system and a breakdown of transactions by day of the 
week. 

Figure 3-2. - Nwwb - of APS trawsaawo s, proceKe& r-r  4j 

The number of APS transactions continues to grow in-line with previous 
projections i.e. approx. 27oM across r8,5oo Post Offices. 

Week. Sfarti Moth. Tu?i We Tku- Fri, Saf Sww 

Mow03-Jaw- 0% 38% 19% 20% 15% 8% 0% 

00 

Mow 10-Jaw- 27% 23% 13% 16% 13% 7% 0% 

00 

Mom 17 -Jaw- 27% 23% 13% 17% 13% 7% 0% 

00 

Mow24-Jaw- 26% 22% 13% 15% 15% S% 0% 

00 
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Mow 31 -Ja.w- 26% 23% 13% 17% 13% 8% 0% 

00 

Movi,07-Feb-- 25% 22% 13% 17% 14% 8% 0% 

00 

Mow 14-Feb-- 25% 22% 13% 17% 14% 8% 0% 
00 

Mcw21-Feb-- 25% 22% 1-3% 17% 15% 9% 0% 

00 

Mo-t-28-Feb-- 26% 23% 13% 16% 14% 8% 0% 

00 

Pre ti Led. 27% 23% 13% 17% 14% 7% 0% 

Figu -6 3-2 - Proporfiow o f APS Trastya~fiosW proses 4 per day 

Figure 3-2 above tabulates the distribution of APS transactions processed 

per day. The distribution of automated payments was not included in 
the Workload Brief so it was assumed that it followed a similar profile to 
TPS. The data collected from the live system suggests that the 
assumptions used were correct. 

3.2 APS Har-ve/,I +n j 

The elapsed time to harvest APS messages from the Correspondence 
Servers and write them into the host APS database is shown in Figure 3-3 
below. 
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Figure 3 -3 - Ti wm fo- Harvesf-APS M ey fr&m fig Ca reSpo+,d ei, ~2 

Server 

The elapsed time in Figure 3-3 is gathered from metrics the APS Bulk 
Harvester agent. 

The reduction in elapsed times in February resulted from the (partial) 
resolution of a problem with LUC that had caused the time to connect to 
LUC to be much longer than expected (up to 15 mins), thus increasing 
the elapsed time for the job. 

On 29th February the APS bulk harvester agents at Wigan were not 
available so all harvesting used the 8 bulk harvester agents on the Bootle 
site. 
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3.3 APS Hoy(- Proc.eyyi-ti~.g 

The elapsed time to process the harvested APS messages stored in the 

Host APS database is shown in the Figure 3-4 below. 

WSF t R—s' E d 1i. 

u 

a 8 9 8 8 8 B B 8 9 R 
a s `s s s `s S S S 

S S _ u sr 8 _ C S 's 'B 3 ti W S 
acf5®Mmi~Pm~Wltrlh~ ~'~ lipkw~ re ~ei.~~1y4~ 

Figure 3-4 - ELo4nt4 T r- 
fo- 

Process Harve#hed. APS Me re' 

The elapsed times for APS Host processing are currently so short (less 

than 5 minutes) that trends cannot be established until thje volumes 

grow to the point were the time to processess APS transactions cannot 
be distorted by job overheads, inc. Maestro job start-up times. 
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4 TPS 

4.1 TPS S v s cwy 

This section looks at the transactions processed by TPS. 

The number of EPOSS transactions is growing in-line with expectations. 

Figure 4-1 below shows the number of Riposte messages passed to TPS 
for processing. 

Fit-e- 4-1 - NwaKber at Ri.poytc' Meysages' Prou+3-e_ . by TPS 

Notes : The figures in Figure 4-1 above do not include messages 
generated by cash accounts and stock declarations. 

The number of TPS messages predicted by the TPS model (see 
Figure 4-1) is for the busiest day in the week. Figure 4-1 shows 
that there is a good correlation between the model and the live 
system. 
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The breakdown by day of the week is given below. 

Week, Sfarty q Mow T6 - Wed Tlvw Fri, Saf Su.w 

Me-w03-Jaw- 0% 36% 20% 23% 14% 7% 0% 

00 

Mow10-Java- 27% 21% 1-4% 19% 12% 6% 0% 

00 

Mo -17-Jay.- 27% 21% 14% 19% 12% 6% 0% 

00 

Mow 24-Jaw- 26% 21% 14% 14% 13% 7% 0% 

00 

Mow31-Ja*i- 27% 21% 14% 19% 12% 6% 0% 

00 

Mow07-Fels- 25% 21% 15% lq% 13% 7% 0% 

00 

Movv14-Fe4s- 25% 21% 14% 20% 13% 7% 0% 

00 

Mow21-Fel2-- 26% 21% 14% 19% 13% 7% 0% 

00 

Mow28-Fern-- 26% 21% 15% 18% 13% 7% 0% 

00 

Preflli.ufed 27% 21% 14% 19% 12% 6% 0% 

FL9& re, 4-2 - Proporfiow of EPOSS Tra nyuci' os y pros. 6 p .en- da y 

The distribution of TPS transactions across the week is very similar to 
the pattern documented in Performance Business Volumes [BusVols]. In 
particular the %age of EPOSS transactions processed on the busiest day 
is a very close fit to the prediction. 

4.2 TPS Harve 1iv►.g 

TPS harvesting is driven by the Maestro schedule. The harvesters are 
started at i8:oo and terminated at approximately 20:30. During this 
period the harvesters continuously scan for end-of-day markers from 
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Post Offices and harvest the EPOSS messages when the end-of-day 

marker is received. 

The time that the harvesters run is not a function of the amount of data 
harvested nor the number of automated Post Offices rolled out. There is 
no meaningful data available at present about the performance of the 
TPS Bulk Harvesters. 

However, metrics from the TPS Bulk Harvester Agents indicate that the 
rate at which EPOSS messages are being processed is lower than 
expected from Cl2 Technical Testing. 
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Analysis of metrics from the TPS Bulk Harvesters indicate that the 
problem may be associated with the number of EPOSS messages 
scanned but not harvested, which is much higher than expected. The 
analysis so far indicates that this is due to a much higher number of: 

• Riposte system messages and 

• Cash accounting messages. 

See §6.i - Number of Riposte Messages for further details. 

Because most cash accounting is run after end-of-day on a Wednesday 
this adds a significant load to the TPS Bulk Harvesters on a Thursday 
evening. This is also being monitored but changes such as the reduction 
in the number of 'user lock requests' (CP2253) will reduce the impact on 
the TPS Bulk Harvester. 

Currently there is no issue with the time taken by the TPS Bulk 
Harvesters but the performance is being monitored carefully and 
investigations are taking place with B&TC. 

4.3 TPS Hoy(- Pr&ct4-s " 

Figure 4-2 shows the elapsed time to process TPS on the host. 

F s-e.'4-3  - Ef dyed ti m~ fa p oeyTPS w eyyagey my fly I-10 
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The time to complete TPS host processing is growing in-line with the 

predicted time. 
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5 REFERENCE DATA 

5.1 Re reftice' Dafa,  Swvwtn%,awy 

Reference data processing is split into three main components: 

• The processing of reference data changes received from POCL. This 
takes place on the Host system, 

• The loading of non-core reference data changes into Riposte and 

• The loading of core reference data changes into Riposte. 

The issues discussed in the December LSR concerning the high volume 
of messages being processed on a small number of nights is in the 
process of being resolved by changes to operational practices combined 
with updates to the reference data applications. 

The stress points in the reference data system are increasingly due to 
operational requirements within Pathway to download new reference 
data before a change is made to the system. Smoothing this operation 
over a number of nights is not normally possible as new POCL generated 
changes cannot be applied until the download of Pathway reference data 
is complete. 

During January and February the number of POCL generated changes 
remained below the level predicted [']. 

5.2 Re Peres Dada Pro r e Ag 

Before the bulk loader agents can load reference data into Riposte the 
data has to be extracted from the RDDS. 

A number of changes have been applied to the extraction process (inc. 
CP2298) to improve performance. The situation will continue to be 
monitored. 

There is no available information on the amount of data being extracted. 
Metrics have been added to the version of the application that will be 
delivered at CI4. 

The- predio't oy o f ike ra tee of rrfe4-nIA d Iv, c4a4 gee was prnbaAo.L the' woos* 
d ffwwlf fo pred cf arfkere was- - iworw a{io aga4.'3 wk a' fQ fey( +h-e 
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Figure 5-1 shows the elapsed to extract the reference data. The spike on 

3'd March was due to multiple changes (undo the previous change & 
apply the new change) to the price of postage stamps being applied 
following the decision to alter the date of the price increase. 
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The elapsed time for the reference data extraction process is shown in 
Figure 5-1 below. The elapsed time data is extracted from the Maestro 
schedule log. 

Elapsed Time to Extract Changes from RODS 

u uu:uu 

5:00.00 

400.00 

3:00:00 

F 

z0o_00 

1:00:00 

u oou 

Figure. 5-1 - ELa.pyed.'fi.ss ta- Ewfra ;t R* t-e naee, Pa.{w Ck nge ' 

-Changes 

• New oullels 

Based on the data that is available, the actions that have been put in 
place by Pathway to manage the variability in the amount of reference 
data processed appears to be having the desired effect. This will continue 
to be monitored. 

The RDDS extract load on 30d March was due to multiple changes (undo 
the previous change & apply the new change) to the price of postage 
stamps being applied following the decision to alter the date of the price 
increase. 

5.3 Novo Gore' Re fere4 Pa-1 Lo-tz4-i.~.g 

Reference data loading is done in one of two ways depending on whether 
the reference data is core or non-core. 

For non-core reference data changes, the reference data is loaded 
directly from the host system into the Riposte message store for a 
particular Post Office. 
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Figu-re- 5-2 - Nwmber of Ri ro- fe- Persiyfe,rti!- Objeclp Added to- Ri paytz 

laer Day 

The metrics shown in Figure 5-2 were introduced into the system at 
Cl2.2R2 so the number of persistent objects that are created in Riposte 
can be accurately tracked. 

Following the introduction of VPN late in February problems were 
experienced with the Tivoli feed into the reference data system which 
resulted in no reference data for new outlets being added to Riposte for a 
number of days. 

The problem has since been resolved. 
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Rgvre, 5-3 - ELapi.ed, 7i wg  fo- Load Kz. -core- re ferer4.c- ttau~ wF -

Ri Poyf& 

In Figure 5-3 the long loading time on the 311t January corresponds to the 
failure of an agent that required manual intervention by operations to 
resolve. 

Actions have been put in place to smooth the number of reference data 
changes per night. CS has implemented a number of changes in 
association with POCL that appear to be having the desired effect. 

5.4 Core. Re f e refs Da4w L&aZUA-.g 

For core reference data changes, the reference data is first loaded into 
the message store for a 'dummy' Post Office on the Correspondence 
Server. Once this is done the changes are then replicated from the 
'dummy' Post Office to all the automated Post Offices on the 
Correspondence Server. 

In addition, when a new Post Office is automated the complete reference 
data required for that Post Office is also replicated. 

The number of core reference data changes loaded into the 'dummy' 
Post Office and the elapsed time to execute this process are shown 
Figure 5-4. 
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m C—Rd.Of~l-Idt Orr. 

I 

I 

• Frem LL_MJ. 

Fi.gw-& 5-4 - Nwwrb s- °t c{n av~ev io Co-re- rreFw e c- Dafci per PavF 
Offi -p s- Day 

Note R LD_ALL is the bulk loader agent that loads POCL core 
reference data into the dummy outlet on the Correspondence 
Server. 

R_LD_COLL is the bulk loader agent that loads the Class D 
reference data (i.e. Pathway reference data) into the dummy 
outlet on the Correspondence Server. 
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d~wwev ' Po 4- D f fW 

The number of changes to core reference data were small but the elapsed 
time of the loading process is fairly consistent as this is the default time 
to run the process even when no changes are required. At CI4 changes 
will be made to the reference data system to stop the jobs running if no 
changes are to be made. 

Figure 5-6 shows the number of Riposte messages replicated from the 
dummy Post Office and the elapsed time to execute the replication 
process. 
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F -re- s-6 - No44 ber of Ca-Q- Rafe,-eHc - Dc fa rl4c e3,, AJ 

FL r€.' 5-7 - ELapyed, 1  10- Repli.cafe' Core' Re~erev~ce Dafa, per day 

The replication time is dominated by the process that replicates 
reference data to outlets just prior to them being rolled out and this 
process remains well within the allocated slot in the Maestro schedule. 

® 2000 ICL Pa'hw Lf COMPANY IN CONFIDENCE Paga,42 of 56 

FiA.CnaMKt LSRJ0. Rb3000(12)d Prw# ." AJH *2/0I0 

, ü . VeH+u+g ra.'..Mi . kuru+, fA+nAl bG dtw.mld o. r MA'ru4. 0. #001• °lNa9a.kc^~' DY c.." w,wu x#V'aGh—L 
nysigagie~.y beAk+.w. KL Ph  a..4 poC.L 



FUJ00079350 
FUJ00079350 

CS/PER/0 
l&L- PafkAMA,y Pe.YfW^Wi,q- -u, 

VeviRW~iv 
43 

Paf{~nn~a.e~ Li v& S j Rerio-r- DwFu 
4.0 
29/03/00 

The major loads seen in Figure 5-6 and Figure 5-7 result from reference 

data being downloaded by Pathway in support of a system change. 
Methods for smoothing this load are under investigation. 
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6 RIPOSTE 

This section looks at Riposte related performance including: 

• The number of Riposte messages generated 

• The size of the messages 

• The time taken to run Riposte Archiving. 

(0.1 Nww bef- o f Rip #e Mehsagei,

Figwre 6-1 - Nwenber o f Ri po#0 rwes2ugeyge* *rated per day 

The growth in the number of messages generated per day is following 
the prediction but the model is currently under predicting the maximum 
number of Riposte messages generated per day. The biggest 

discrepancies identified are in: 

• The large volumes of reference data changes (see Sections) 

• The number of messages generated by cash accounting 

• The number of Riposte system messages. 

The prediction in Figure 6-r represents the number of Riposte messages 
generated on the busiest day in each week. If the number of Riposte 

r 2000 ICL Pae w Lf COMPANY IN CONFIDENCE Pog&44 of 56 
FiAt-.w+~ti LS R Jaw F 20 (125 . Prw# by AJH a#W/06/00 1143 

VeH+u+g ra...Mi .kerriw Ll+a.1L ba d—.A fl.,. r Mdrued%aff-"+- 0—µ eeNHa~Arial° "9a.kc^y, ~..."w,wraw#ra4rw1 

nbligadie.ny beA.~+.w. as pa .ray w.4 POCL 



FUJ00079350 
FUJ00079350 

CS/PER/0 
1&L- Fp#f w 3 Perf0YwLa -u, 

Ve-sRw~iv 
43 

Pa*l wo- i Li v& Sys Rerio-r- Dafe 
4.0 
29/03/00 

messages generated for the month of March follows a similar pattern 
then the models will be updated to reflect the actual measurements from 
the live system. 

6.1.1 Caslti Ac co-wwfi ng 

The cash accounting process was one of the most difficult to estimate as 
the volume of data generated is based on: 

The number of stock units in a Post Office and 

The number of trial balances generated by the postmaster 

Based on CSR(NR2) Live Trial data, the expected number of cash 
accounting messages was approximately 1300 per Post Office per week. 
An analysis of the Riposte message store data indicates the number is 
currently nearer 1900 per Post Office. 

As well as creating more messages per Post Office, postmasters are 
taking much longer than was expected to complete cash accounting on a 
Wednesday evening. The messages generated by cash accounting after 
approx. i8:oo on a Wednesday evening are not processed [1] by the TPS 
Bulk Harvester Agent until Thursday evening adding significantly to the 
time to harvest TPS messages on a Thursday. 

fkz Pest OF/u- eow-Fer for Covrelpox d ek ez Server ~~ usag& sim m buy!- w.o,sd-o f 

fk e4 mvsagu are, vwt karva d, by fk.e. TPS Harvetitn . Tk.e. adcVL4i a L Lc A 
ow fkz TPS Harve kr w caused lay fkti karveyfer k w i.'. fa- scow aJ.L o f 1h.e 

C-A- ge i 9e.. -rafed-fk.af-day fo- fi ~.d. fkw 
w,,Ps eyfk.af &k.avfo karvesf. 
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Figure 6-2 - Load. over ff.e Day du f¢ Ca44 - Ac.couM#i-g 

The red line (Wed z6/o1/oo) in Figure 6-z shows the number of 
Persistent Object created in Riposte. The difference between the number 
of Persistent Objects created on a Wednesday afternoon/evening 
provides a good indication of the load created by cash accounting and 
when when cash accounting/stock roll-over is performed on the Post 
Offices i.e. 

■ ro:oo - r6:oo for outlets that close Wednesday lunchtime 

• 17:30 - 21:30 for outlets that close at 17:30 on Wednesday 

• Cash accounting also adds to the load on Thursdays up to lunchtime. 

(0.1.2 Ro - #e. Sysft s Message& 

The number of messages generated by Riposte functions e.g.: 

• Log on/log off 

• End of day reports 

• Session transfers 

• etc. 

is significantly greater than the prediction which was based on the 
CSR(NR2) Live Trial system. The prediction was that 200 messages per 
counter per day would be generated. Data from the live system indicates 
that the number currently exceeds 500 per counter per day. 

These messages are a function of the way the counter terminals are used 
and not a function of the number of OBCS, EPOSS, APS, etc transactions 
processed by the counter. 

6.1.3 User L.oc.k. Re4 31s' 

CPs to remove unnecessary messages are being raised starting with 
CP2253 which significantly reduces the number of User_Lock_Requests 
generated by the counter. This will both reduce the number of messgaes 
in the message store and significantly reduce the load on the Persistant 
Object Index in the Correspondence Server during the peak hour. 

CP2253 will be introduced at CI3.2R2 i.e. before CI4. 
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(o.2 Sirte. o f Ri,poy(-e. Da4t' 

Until Riposte archiving is enabled [']the amount of data being generated 
in the message store of the Correspondence Servers has been carefully 
monitored. 

The initial sizing of the message store was very conservative, as it was 
difficult to predict the variability between the amount of data generated 
by outlets of the same size (number of counters). A significant amount of 
data about the content of the message store has been collected which 
has allowed the target date for the switch on of Riposte Archiving to be 
relaxed to March 2000 when the Riposte Integrity Checker will become 
available. 

Figure 6-3 - Size' (Mbyte') at Rir+os fe Dais. Ge h eraFed per Pay 

The peak on the 30th January was due to the introduction of TPS 

Reconciliation into the system. 

CP2253 to remove unnecessary messages have been approved starting 
with which significantly reduces the number of User_Lock_Requests 
generated by the counter. This will both reduce the number of messgaes 
in the message store and significantly reduce the load on the Persistant 
Object Index in the Correspondence Server during the peak hour. 

1 Ri,po Arc. v de.l4x3- —age-fk.afk vn' essagosdare-
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ro.3 Arc4,i yr " 

This section looks at Riposte archiving 

Riposte archiving is currently switched off at the data centres. This 
section is therefore not reported on. 

Riposte Archiving was originally switched off because of operational 
problems that resulted in the archiving process interacting with other 
processes running on the Correspondence Servers resulting in Riposte 
failures. 

These problems have been resolved but Archiving will remain switched 
off until the SMC Support Server is introduced into service and the 
Riposte Integrity Checker has been run on all Correspondence Servers to 
ensure that there are no inconsistencies in the message store. 
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This section looks at the performance of the ISDN network. 

This is split into three sections: 

€_The number of calls per day. 

€_The call duration per day. 

€~3..The peak usage of the routers (calls per second and ISDN lines in 
use). 

The phone calls are divided into 4 types: 

_Core - Made during the core part of the day (7am to 8pm). 

€_Non Core - Made outside the core part of the day.

3• In - Calls into the data centre from the Post Offices. 

EP?• Out - Calls out to the Post offices from the data centre. 

ISDN Calls Per Day - Total for all Outlets 

'loll','. 

200,005 

2 150,005 

1001500 

Mb 
aa~re. E.agn PMroOI In 

7.1 COA 

F rc 7-1 — Tofa , ISDN Ca.Uy Per Day for atl, 0te>fIz}y 

o Non Core Out 
o Non Core In 
•core Out 
.are u. 
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Note: No data for outbound calls (calls from the datacentre) is currently 

available for the period 19th January to the end of February. 
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Figure 7-2 - Average Nu.ss'4ser of ISDN CeAAy per Day pzr O&, fU 

No-Md No data for outbound calls (calls from the datacentre) is currently available for 

the period 19th January to the end of February. 

The number of ISDN calls per outlet per day has been reduced by the 
elimination of most of the network problems that resulted in multiple 
calls being made. 

The average number of calls per day is currently higher than expected 
even though OBCS `forcigns' arc not being processed at most offices. 
During the normal working day - 09:00-17:30 - 35 calls would be made 
by Riposte synchronising every 15 minutes. Figure 7-2 confirms that this 
is approx. the number of calls being made (Core-In). 

The default broadcast interval was increased from 15 to 20 minutes at the 
end of February and this has made caused a further small reduction in 

the number of calls. 

The challenge is to reduce the number of calls made for other reasons 
e.g. there should be a negligible number of calls out during the core day. 

® 2000 ICL Pa'hway Lfd- COMPANY IN CONFIDENCE Pagt.51 of s6 
FiA.CnaMKt LSR.) kb3000(12) 1. Prw# a bs AJH a4-20/06/00 1143 

VeH+u+g , u S. kuru+, fA+nAL bG dtw.mld 0.r MA'rud.%af ht+9+-~*M °Wa9a.00. o cvealw9 w,wux#V'aaoa. 
.aHligadie~.y baAk+.w. rt PaHwray a..d,POCL 



FUJ00079350 
FUJ00079350 

CS/PER/0 
ICL PA#I~Mt , y Perfw-wLa~.ev 

VeviRW~iv 
43 

Paf{~nn~a.e~ Li v& Sy -t Rerio-r- Da{u 
4.0 
29/03/00 

I SON Total Call Duration per flay -Average per Outlet 
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7.2 P u-ra~(-i Dori. 
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F re7-3 - To ,TweAeofTeLe,ho,s.eCaUs'pet-oufie}prday 

No-ft No data for outbound calls (calls from the datacentre) is currently available for 

the period t9t' January to the end of February. 

The two periods of very long calls have been traced to a bug in Riposte. 

The problem occurs when the NT clock wraps after approx. 49 days. If an 
ISDN call is open at the time the clock wraps the call is not torn down as 

expected and the line can remain open for many hours. 

The cost to Pathway of ISDN calls is a function of the number and length 

of calls. Prior to Christmas, a number of issues were identified: 

CP 2135 - ISDN Timeout value 

Eicon network driver in the gateway counter PC 

which were causing the ISDN connection to be regularly kept open 
longer that was necessary to transfer data. Many of these problems have 

now been resolved and the time the telephone line is in use per outlet 
per day has dropped significantly. 

The usage of phone lines is under investigation and further changes are 
anticipated to reduce the duration of calls further. 

r 2000 ICL Pae'Avay Lfv- COMPANY IN CONFIDENCE Poyt's2 of s6 
Fo1o. o.a LSRJawFb 2000(12)ACG Pruo}eb b9 AJH 0}20/06/0011:43 

Ve l,.io ra.o.Mi`vd,kueuo. LloOAL bad .e.e4.Oe r Mkrr4%o oS ii.'9 +-Y ,"eoo .ro#rial°y"9a.kc^y or r++.alw9 w,wraw#ra4rw1. 
i pdinny boAa+.w. CO- PoHwray a.o4. POG-



FUJ00079350 
FUJ00079350 

CS/PER/O 
(CL p&4w,ra.y PeYfvrwzav,& 

Veio
43

P&tkwra-y Liv'SyPOwvRe>art DaFu 
4.0 
29/03/00 

© 2000 IGL FafkAv Lfd COMPANY IN CONFIDENCE Page, s3 of s6 
FiAtrwxtt LSRJ—R112C.o(i2)— Pr # bq AJH W-]U/06/0011:43 

VeH+u+g r~...Mi`vd, kuru+, fA+nAl bG dtw.mld w r MA'rud. %~ht+9 +-~*µ+`9 teW✓a~.frAa1• °lNa9a.kc^~' DY cvealw9 w,wux#V'acfi~.N, 
.aHligadie~.y be.lk+.w. KL Ph  a..4 PO0 



FUJ00079350 
FUJ00079350 

CS/PER/0 
l&L- PA+(•t' wt ,y Pe.YfW^WI.q-vt,GPi 

VevsRw~kv 
43 

Pafl~vuc~ Li r Sys>-t Rerio-r- DwFu 
4.0 
29/03/00 

Peak Calls/s during Core Part of Day (7am to epm) 
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7.3 Peadc. Usage-

Figure.7-4 PVwwv. Ca1L4 her Seco',ol auoyytHz rsDN Nalwork. 

No-ft . No data for outbound calls (calls from the datacentre) is currently available for 

the period t9 t' January to the end of February. 

The peak load is the number of calls during the peak second during the core 
day. On several days (e.g. t2/13 January) there was more traffic out in the peak 
second which is not the normal model for a weekday. 

The number of calls in during the core day is currently lower than 

expected because calls associated with OBCS foreigns' are not taking 

place at present. 
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Peak ISDN Lines in use during Core Part of Day (7am to Spn,) 
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Figures 7-5 - Peo.h. Nwnnber of ISPN Line ' i e' Us.,& tto-r e g the' Core' Day 

(07:00-2.0:00) 

Notei No data for outbound calls (calls from the datacentre) is currently available for 

the period 19th January to the end of February. 

The peak number of ISDN lines in use has reduced considerably as 
actions have been put in place to resolve problems. The number of lines 
is still higher than predicted by the network model but is well within the 
capability of the system. Currently 720 lines are available and when the 
ISDN Routers are upgraded in March this will rise to 1440. 

However, the usage should be lower and the usage of the ISDN network 
including: 

The source of calls 

• Eliminating unnecessary calls 

• Reducing the elapsed time of calls 

• Specific scheduling of overnight calls 

are under review to determine the best way of reducing the total cost of 
calls. 
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8 ISSUES 

This section briefly describes a number of areas of concern that are being 
investigated. 

Note: An entry on this list does not necessarily mean it is a performance 
problem that will require changes to fix it. Changes will only be 
required if there is insufficient spare capacity in the system to 
absorb the problem. 

8.1 U frtSer I wveyfi gah,o-w 

The following arc under investigation:

_The number and total size of Riposte messages are much higher than Formatted: Bullets and Numbering 
expected. On a typically day 30% of messages generated each day are 
not processed by TPS. This can rise to 6o% on Wednesday and 
Thursday. The majority of this data is generated by counter 
applications e.g. trial cash account balances, log on/off, etc. This is 
impacting the elapsed time of the TPS Bulk Harvester. 

• Reference data changes in support of system changes. These can 
create a very heavy load on one night. Methods to spread the load are 
under investigation. 

8.2 Sod # of ' l e.s fi eol~ 

A number of problems have been identified and are being resolved. 
These will be fully reported on in the March LSR. 

• The cause of the long ISDN network connect times has been 
identified. The change to Riposte is in production. 

8.3 &Lo-ye ' 

• A number of changes in the area of the ISDN network have been 
applied and these have significantly reduced the incidences of long 
calls and repeated short calls. 
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